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CHAPTER 1    INTRODUCTION AND LITREATURE REVIEW 

1.1 Motivation 

Energy is very important for everyone living on this earth. In this era, people want to keep 

their life in better quality where they live and when they stay. With different kinds of energy, 

the most important need for people is electric energy, which plays vital role in quality of 

people’s life.  

The generation of the world electricity is projected to increase from 21.6 trillion kWh in 

2012 by 69% to 2040, which is expected to be 36.5 trillion kWh. Based on this trend, it would 

reach 25.8 trillion kWh by 2020. Electricity is the fastest growing sector in the globe as it has 

become one of the necessary needs of the modern human society.  Power systems have grown 

from isolated, small networks to large interconnected ones that incorporate national and 

international entities [1].  

For decades, the electricity has been operated by using different fuels worldwide. Coal is 

still the major fuel used for generating the electricity but significant changes happen by using 

different generation fuels. Nuclear power generation was increased from 1970 till 1980, and 

natural gas generation grew significantly after the 1980s. In 1970s [2], the use of oil for power 

generation decreased because of high price, and as a result oil prices pushed power industry to 

search other energy sources other than oil.  

In the beginning of 2000s, greenhouse gas emissions concerns pushed the environmental 

scientists to highlight this issue and encourage the use of renewable energy sources.  Their 

concerns were about emissions from using oil and coal which more natural gas and a fossil fuel 

that emits considerably less CO2. In the International Energy outlook 2016 (IEO2016) 

reference case [3] generation from natural gas, nuclear, and renewable would grow up in long 
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term. Yet, renewable energy has been and is projected to be the fastest sector source of 

growing for electricity generation from 2012 till 2040 by a yearly average of 2.9% [3]. 

Nonhydropower renewable generation which involves wind, solar energy, PV, etc., has been 

estimated as a main growing source for new generation capacity in both the Organization for 

Economic Cooperation and Development (OECD) and non-Organization for Economic 

Cooperation and Development (non-OECD) regions. The estimation of nonhydropower 

renewables was 5% of total world power generation in 2012. Moreover, the share of 

nonhydropower would increase and reach 14% in 2040 according to the IEO2016 Reference 

case.  

The second fastest growing in electricity sector after renewable energy are natural gas and 

nuclear power.  The estimate of natural gas use from 2012 to 2040 is 2.7% each year, and 

electricity from nuclear power would increases by 2.4% each year. Renewable generation 

would generate more power than coal by 2040 as the estimation of coal generation would be at 

0.8% each year [4].  

Coal. Coal has the largest fuel utilized in electricity sector of power generation in the world 

till 2040 projection period. With the catch up of renewable generation, coal electricity 

generation would have surplus in 2040. Coal electricity generation, which contributed about 

40% of the total world power generation in 2012, would drop to 29% in 2040 of the total world 

electricity generation. Although the increase of coal fired generation in 2020 to 9.7 trillion 

kWh from 8.6 trillion kWh in 2012, it would not go beyond 10.6 trillion kWh in 2040 [5].  

China and India would become the leaders in coal fired generation, accounting by 69% of 

the projected worldwide; but USA has declined its production since 2008 which reached the 

peak of production 300 million short tons [6]. 
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Natural gas. Natural-gas-fired power generation consumption would grow from 2012 to 

2040 by 2.7% each year worldwide. Moreover, natural-gas- fired generation would increase 

from 22% in 2012 to 28% in 2040 of the total world electricity generation. The lower price of 

natural-gas-fired generation due to the contribution of shale gas as well as being more 

environmentally friendly keeps the increase trend of natural gas. The rate of CO2 emission of 

natural gas is less than the coal emission by 50%, which encourages utilities to use it for 

electricity generation. Furthermore, the technological efficiency of natural gas is better over 

generating electricity than coal.  

Petroleum and other liquid fuels. According to IEO2016, petroleum and other liquid 

fuels are declining in the projected future by 2040 which fall from 5% in 2012 as world 

electricity share to a lower percent which is 2% in 2040 with 2.2% decrease in each year. 

Although oil has fallen to $40 per barrel this year, the oil price would rise to $140 in 2040. 

Thus, petroleum and other liquids continue to stay as a more expensive selective over other 

fuels utilized for producing electricity. The countries, which depend on using oil for generating 

electricity, have their own plan to decrease dependency on this fuel [5]. 

Nuclear power. The report of IEO2016 has mentioned the increase of generation of 

electricity would grow in 2012 from 2.3 trillion kWh to 4.5 kWh in 2040. Also, the share of 

utilization of nuclear power capacity has grown from 68% in 1980 to 80% and these factors of 

increasing would continue. However, under a pressure of polices in Europe and the 

consequences of the disaster at Fukushima Daiichi, Japan which has pushed planners to stop 

rely on nuclear plants, the nuclear plants would grow across the globe [5]. 

Renewable resources. The most dominant generation of renewable energy is still 

hydropower and then the other renewable sources including photovoltaic, solar energy, 
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geothermal, wind energy, and the other sources. Renewable energy has considered as fast 

growing sector in the world electricity source from the total electricity supply. The significant 

renewable generation increase reaches 2.9% each year and it is expected to rise from 22% to 

29% in 2040 from total energy contribution. The dominant source of renewable energy is 

hydropower with grow of 5.7% over the other source of generation like coal, natural gas, and 

nuclear. However, hydropower cannot be considered as a complete sustainable way of 

generating electricity. The focus here is on non-hydropower renewable sources. Renewables 

will be interpreted as non-hydropower hereinafter. Also, renewables in general would be 

expected more growing than other electricity sources in United States by 2030 according to 

clean power plan (CPP). The expected generation of Renewables energy in 2030 is about 396 

billion kWh. The fastest growing sector over renewable source is solar which has growth by 

8.3% each year. The share of wind and hydroelectric power would be 33% (1.9 trillion kWh), 

and 859 billion kWh which about 15%[3].  

There are differences between the regions of OCED and non-OECD from growth of 

renewable energy, which depends on average of generation increase and expected capacity for 

hydroelectricity according to IEO2016. OECD countries decline in their generation with 

regard to Non-OECD countries in nonhydropower utilization for generation of electricity by 

projection period in 2040. The total generation of OECD from nonhydropower is 2.3 trillion 

kWh (with estimate of 2.7 trillion kWh with CCP), and 2.8 trillion kWh from non-OECD on 

the other side. The impressive results of solar goal are mostly from contribution of India and 

China with other markets of countries involvement. Furthermore, the increase of solar energy 

for the non-OECD region is estimated by average 15.7% each year from 2012 to 2040, which 
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doubled the growth rates of wind energy which average of 7.7% each year and geothermal 

estimate of 8.6% each year[3].  

1.2 Sustainable energy development 

Sustainable energy has caught a special attention across the globe. With this regard, 

sustainable energy development is dedicated to the negotiations and discussions from different 

engineering aspects of sustainability in this world in order to find out an engineering approach 

to maintaining development from sustainable energy. The sustainability has been introduced 

for future development to meet the requirements of the potential enhancement in the demand 

of electricity. The sustainable energy development has many challenges in various aspects, 

including energy sources and development, efficiency evaluation, clean air and information 

technologies, renewable energy resources, environment capability, and alleviating of nuclear 

energy hazard to the environment [7] [8]. The US Department of Energy has optimistic result 

of decreasing the emission of CO2 in the future during the studied period from 1990 till 2040 

[5].  

The Brundtland Commission’s Report [9] characterized the definition of sustainable 

energy development in 1987 into four elements which are: the increase of energy supplies to 

satisfy people needs for fast change in industrial countries, the decrease of the waste of 

conventional energy resources, and the increase in power efficiency. It also points out the 

health and safety concerns appearing in the utilization of energy sources. Sustainable energy 

development has strategies which typically include the following main technological changes: 

energy reserves at the end user or demand side and substituting fossil fuels by different 

resources of renewable energy. Accordingly, there must be plans for incorporating renewable 

sources in consistent energy systems subjected to energy savings and effectiveness of 
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efficiency [8] [10] [11].  

1.2.1 World energy consumption rate  

The development of economy is important stimulus source to the increase the demand of 

electricity. The increase of demand for electricity is going on the high rate in non-Organization 

for Economic Cooperation and Development (non-OECD) despite of decelerating of global 

gross domestic product in the former two decades according to IEO2016. Non-OECD 

countries reached half of generation production in 2012 of the worldwide electricity need and 

it would grow by 2040 to the average 61% of 22.3 trillion kWh, which higher than 11.3 trillion 

kWh produced in 2012.  

The electric grids of OECD countries are well founded but their growth each year is less 

than non-OECD which consume 4.2% from their budget comparing to 2% each year from 

GDP of OECD countries.  The net generation of OECD grows from 10.2 trillion kWh to 14.2 

trillion kWh from the period of 2012 to the projection year 2040. According to the IEO2016 

Reference case, the continuation of the economic growth pushes for more demand on 

electricity. Global GDP increases by 3.3% each year but the growing of generation increases 

by 1.9% each year from 2012 to 2014, which is below the economic growth [3]. 

1.2.2 Climate change due to energy development activities 

The side effects of climate change due to influences for energy development can be 

classified into following elements, which are 1) altering efficiency in cooling thermal and 

nuclear energy production of the plants [12], 2) floods of rivers which impact the generation of 

power from hydro generators [13], 3) affecting agriculture production due to bioenergy [14], 4) 

sea change of its stream which affects the infrastructure of energy [15], 5) the effects of 

conditions of space weather  from two sides of increasing and decreasing the temperature [16], 
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and finally 6) changes in space heating and cooling requirements. The causes of climate 

changes, which have been investigated in some research, show that demand of cooling and 

heating for residential areas increase the climate change due to energy consumption. The 

unbalance between cooling and heating with utilizing different fuels would lead to increase of 

yearly demand of electricity which occurs by increase cooling more than heating in each year, 

These situation has great impacts on climate change by using different electricity fuels [17] 

[18]. 

Climate change due to greenhouse gas (GHG) emissions has become one of the most 

challenging issues of modern society. To combat climate change, united efforts have been 

carried out worldwide to reduce GHG emissions, including the Kyoto Protocol, Copenhagen 

Summit, and the 2015 United Nations Climate Change Conference (UNCCC) that is to be held 

in Paris at the end of 2015. Although the Kyoto Protocol was not successfully implemented 

and there was not a workable and legal binding agreement after the Copenhagen Summit, 

society has been educated and awakened at an unprecedented level about the importance and 

seriousness of climate change issues. Moreover, many countries including the US and China 

are now taking realistic actions to reduce emissions production. It is also expected that “for the 

first time in over twenty years of United Nation negotiations, a binding and universal 

agreement on climate” will be achieved in the 2015 UNCCC [19]. 

In U.S., electric power generation contributes about 40 % of the total greenhouse gas 

(GHG), 64% of SO2 emissions, 16% of NOx emissions, and 68% of mercury air emissions as 

well as large shares of other pollutants (such as small particulates) in 2010 [20]. In contrast, 

most renewable energy sources produce little to no global warming emissions. As such, 

increasing the supply of renewable energy would significantly reduce GHG. The U.S. 
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Department of Energy's National Renewable Energy Laboratory explored the feasibility and 

environmental impacts associated with generating 80% of the country’s electricity from 

renewable sources by 2050 and found that global warming emissions from electricity 

production could be reduced by approximately 81% [21]. 

The summit which was held in Paris, France stress to have framework for decisions and 

directions according to better incentives, and better methods in order to decrease the 

greenhouse emission. Countries agreed to reduce the greenhouse emission deforestation by 

using method of reservation and sustainable controlling of forest as well.  The summit 

acknowledged that developing countries might take time to get into peaking for worldwide gas 

emissions, which needs more effort for accomplishing equity between emission of 

anthropogenic and getting rid of poverty.  Moreover, the decision makers realized the 

significance of reducing and focusing on the consequences of greenhouse emission and 

recognizing the function of sustainable development change. Also, some recommendation 

have been addressed to the summit which each part of them should evaluate their contributions 

nationally each five years and show the feedback according to the Paris agreement [22]. 

1.3 The development of PV/solar energy system 

The main utilized solar energy is solar electricity, solar fuels, and solar thermal. The major 

developments in electricity sector are in solar electricity, which is also called photovoltaic 

(PV). The research and development has been achieved to find out optimal approach for higher 

efficiency and lower costs [23]. PV is composed of solar cells, which have the light-absorbing 

materials in the layer of photoactive. The composition is established on crystalline silicon by 

using a p-n junction structure with doping of planar silicon (Si) to force separation of charge in 

order to photocurrent and photovoltage generated. The peak watt cost (one single dollar per 
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watt peak, $/Wp) has been decreased by 20% for cumulative module fabrication. Silicon 

panels, which represent 90% of solar panels in the markets by 2013, offer energy payback in 

less than two years with efficiency power conversion 21% [24] [25]. The decrease in panel 

price has come from the reduction cost of panels composition which are polymer encapsulant, 

silver electrical contacts, and making of Si wafer. These reductions of price would give more 

opportunities for producing large panel facilities. Furthermore, the research would find out 

some methods to increase panels’ efficiency with lower cost of PV manufacturing components 

[24] [26].   

The solar thermal is typically used in desert area such as the southwestern region of United 

States, Australia, Middle East and other which has high temperature [27]. The solar collector, 

which is mainly use to reflect the temperature, is characterized into Fresnel reflector, parabolic 

collector, and power towers and dish engine systems. Dish engine is mainly for producing high 

temperature up to 1200C [28]. The generation of electricity depends on oil or molten salt fluid 

and the procedure of producing electricity is heat exchange to start a turbine [29]. 

Solar fuel has caught attention to be used from sunlight. The liquid fuel provides 40% of 

global fuel demands for transportation, which used for ships, heavy trucks, and aircrafts. The 

solar fuel has direct and indirect production with sunlight or without sunlight. The direct 

process of fuel production is from sunlight to the fuel without using any form of energy in 

between, but a form of energy has to become the connection to produce a fuel as indirect 

process [30].  

1.3.1 The current and future development of PV/solar energy 

Solar energy is drawing more and more attentions even compared to other renewable 

energy sources. Firstly, solar energy is inexhaustible. Around 1.35×105 TW solar power can 
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reach the surface of the Earth and about 3.6×104 TW of this power is usable [31]. The total 

world power consumption is around 17 TW [32] less than the usable solar power. Secondly, 

solar energy is CO2-emission-free energy source. PV systems are defined as zero emissions or 

emissions-free energy systems. During PV system operations, there are zero releases of CO2, 

NOX, and SO2 gases and it does not contribute to global warming. As given in Table 1.1, PV 

systems can save 2159 pounds CO2 emission for every kWh of electricity produced by 

coal-fired generators. 

Table 1.1 Local emission rates by plant fuel generation category year 2009 data [33]. 

Pollutant(lb/kWh) Coal Gas Fuel Oil 
NOX 2.31 0.49 24.4 
SO2 8.27 0.04 2.01 
CO2 equivalents 2159 903 1911 

 

Because of the clean energy characteristic, PV has been exponentially increasing for more 

than two decades worldwide. For instance, the PV capacity in Germany is currently close to 

40GW [34] . China is expected to deploy 70GW PVs by 2017 [35]. Now 7.9 percent electric 

consumption is contributed by solar power in Italy [36]. The International Energy Agency 

estimates that solar power will become one of the mainstream energy sources by 2050 and 

contribute about 11% of world electricity generation [37].  

1.3.2  High penetration of Distributed PV at the distribution network 

The traditional distribution systems have been designed and operated under the premise of 

one direction power flow from the substation source to the end users. Voltage on such feeders 

is typically regulated by the LTC at the substation, voltage regulators at the start of the feeders 

(or distributed throughout the feeders), and switched capacitor banks. The control settings of 

these devices are coordinated to maintain the desired voltage profile along the feeder [38]. 
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After PVs are added to the distribution systems, the assumption that the substation is the only 

power source is no longer true, and the problems of voltage rise/fall and fluctuations associated 

with solar PVs can lead to frequent operations of voltage regulation devices. More frequent 

operations of these devices may in turn shorten their life cycles and increase maintenance 

requirements and cost.  

Adjusting the load tap changer (LTC) positions of distribution transformers to regulate 

voltage is reported in [39], [40]. However, this approach is limited by several operational and 

maintenance factors [41]. Also, this approach is not effective in handling voltage rise issues 

that normally occur at the far ends of feeders. Reactive power compensation has been the 

mostly used method for voltage support at transmission level and has also been widely used in 

distribution networks[40], [42]. For instance, capacitor banks are often used at the distribution 

level for boosting voltage. To address the overvoltage issue, it may be then needed to install 

reactors or other VAR devices that can consume inductive reactive power. However, high 

penetration of PVs, which is relatively unpredictable, intermittent, consumer-owned, and 

nondispatchable makes current standard operations for guaranteeing power quality and not be 

as effective as they were in the traditional distribution systems without DGs. Many electricity 

utilities have to adopt conservative limits in their distribution systems if no impact assessment 

study is carried on [42] 

1.4 The challenges introduced by High penetration of PV 

The technical challenges in high penetration of PV systems include voltage problems, 

harmonics, grid protection, and so on, in the operation and development of modern distribution 

networks. 

1.4.1 Voltage issues  
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Voltage rise and voltage variations caused by fluctuations in solar PV generation are two of 

the most prominent impacts of high penetrations of PV. These effects particularly happen 

when large amounts of solar PV are connected near the end of long and lightly loaded feeders.  

The most straightforward approach is to upgrade the existing distribution network by using 

larger conductors and transformers [43], [42]. However, this is also the most expensive way. 

Due to large R/X ratios in distribution networks, the voltage profile is also highly affected by 

real power flow [44]. Thus, real power control is also an effective way to manage voltage 

profiles in distribution networks [45], [46]. Though the output powers of PVs are curtailed, if 

well regulated, they can still generate a certain amount of real power without causing voltage 

problems. Since the real power control approach does not require system upgrades or extra 

reactive power compensation equipment and does not increase the device ratings of PV 

systems, it is welcomed by utilities and customers [42]. It is worth noting that although the 

current IEEE 1547 standard does not allow active voltage regulation by DGs [47], including 

this in the new version of the standard has been discussed [48]. 

1.4.2 Protection 

Traditional distribution system protection normally consists of a simple overcurrent 

protection scheme. When DGs are added to a distribution network, the current/power flows 

become more complicated under both normal and fault conditions due to the multiple sources 

in the network. It is important and necessary to analyze the impacts of DGs on the selectivity, 

sensitivity, and reliability of the original relay protection configuration.  

Nevertheless, little effort has been carried out on the optimal placement of DGs while 

considering the relay protection, which is also evidenced by the comprehensive survey papers 

[49], [50]. A new control strategy to mitigate the impact of DGs on protection system was 
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studied in [51]. A methodology to determine the maximum allowable capacity of a DG taking 

into account voltage, loss, and protection coordination constraints was proposed in[52]. The 

impact of DGs capacities and positions on the line protection was analyzed in [53] and [54]. 

More specifically, the short circuit currents regarding the distribution networks with one, two, 

or three DG sources at different locations were discussed in [55] and [56]. Using the PSCAD, 

the impacts of DG on feeder protection with superconducting fault current limiter was 

analyzed in [57]. The effect of high DG penetration on protective device coordination was 

explored and an adaptive protection scheme as a solution to the problems identified was 

suggested in [58]. The type, position and the capacity of DG was discussed in [59] on how 

harmonic contents and protection operating times are affected by DGs. 

1.4.3 Islanding 

Islanding means a local area can keep energized when utility power goes down. However, 

this is danger for line operators who could suppose the system is disconnected. Moreover, an 

island could get desynchronized during the stand alone period of operation, forcing the 

protections to fail again and being potentially dangerous for the electronic equipment [60]. 

Islanding detection methods can be divided into 3 categories: passive islanding, active 

islanding, and remote islanding. Their pros and cons are concluded as below.  

Passive islanding techniques are easy to implement due to no extra controller required, no 

degradation of the PV inverter power quality, and inexpensiveness. Their primary drawback is 

having a relatively large non-detective zone, in which an islanding detection method would 

fail. They also bring ineffective impact on multi-inverter systems [61] and [62]. The most 

commonly used passive islanding detection techniques are over/under voltage and over/under 

frequency [63], phase jump detection [64], monitoring harmonic [65], and monitoring change 



www.manaraa.com

14 
 

 
 

of power output [66] and frequency [67]. 

Active islanding detection techniques intently inject a small disturbance at the PV inverter 

output for detecting island. Their main advantage is relatively smaller non-detective zone than 

that in passive methods. Their main drawbacks are the possibility of deteriorating output 

power quality that makes the PV inverter instable and complicated. The existing active 

techniques include impedance measurement [68], frequency shift or phase shift [69] [70].  

Remote islanding detection techniques don’t have non-detective zone and does not degrade 

the PV inverter power quality. It is also effective in multi-inverter systems. However, it is 

expensive to implement and has a complicated communication technique. The common 

communication-based techniques consist of power line carrier communication [65], signal 

produced by disconnect [71], supervisory control and data acquisition (SCADA) [72], and so 

on. 

1.4.4 Harmonics and other power quality issues 

Harmonic emissions from PV inverters deteriorate the power quality of the grid [73], [74]. 

It is crucial to be able to make accurate estimations of the power quality problems with the 

introduction of new PV systems [75]. Various methods are proposed regarding harmonic 

analysis in power systems. Among them, frequency-scanning technique is the simplest and 

most commonly used technique for harmonic analysis. It calculates the frequency response of 

a network at a particular bus or node and only requires the minimal measurements [76]. In [77], 

a method to find locations of major harmonic sources in distribution networks is presented, in 

which customer impedance is modeled using Norton equivalent circuit method. Based on the 

singular value decomposition (SVD), the harmonic components in a power system are 

statistically estimated in [78]. In [79] a neural network-based algorithm is presented that can 
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identify both magnitude and phase of the harmonics. Search based algorithms have been 

applied for the harmonic components estimation such as the Bacterial Foraging Algorithm 

(BFO) that is presented in [80]. 

1.5 Scope of studies 

The main purpose of the proposed work is to solve voltage violation issues in distribution 

networks with integration of PVs in the distribution grid. Both the real time operations (such as 

controlling PV power outputs) and planning strategies (such as optimal PV placement and 

sizing at the design stage) will be taken into account. Meanwhile, the cost-effective of demand 

side management associated with smart loads such as space cooling/heating system, water 

heater, and clothes dryer will be also investigated. A probabilistic method will be evaluated the 

overvoltage risk in a distribution network with different PV capacity sizes under different load 

levels. All the simulations will be carried out using Matlab and Opendss software on IEEE test 

systems. 

1.6 Structure of the dissertation 

The remainder of the dissertation is organized as follows: The overvoltage and 

undervoltage phenomena in typical distribution networks with integration of PVs are further 

explained in Chapter 2. A new real power capping method is presented in Chapter 3 to prevent 

overvoltage by adaptively setting the power caps for PV inverters in real time. The method 

does not require global information and can be implemented either under a centralized 

supervisory control scheme or in a distributed way via consensus control. Chapter 4 studies 

autonomous operation schedules for three types of intelligent appliances (or residential 

controllable loads) without receiving external signals for cost saving and for assisting the 

management of possible photovoltaic generation systems installed in the same distribution 
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network. Chapter 5 investigates the method to mitigate overvoltage issues at the planning 

stage. A probabilistic method is presented in the chapter to evaluate the overvoltage risk in a 

distribution network with different PV capacity sizes under different load levels. Conclusion 

and discussions on future work are given in Chapter 6. 
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CHAPTER 2    VOLTAGE ISSUES OF A DISTRIBUTION NETWORK 
WITH HIGH PV PENETRATION 

2.1 Background and Introduction 

Unlike conventional power plants, wind, solar, and other renewable sources have 

intermittent feature because they generate electrical power relaying on the time and climatic 

availability of the resources. Therefore, the increase of renewable energy will bring significant 

technical challenges to distribution networks, such as voltage rise, protection coordination, 

islanding issue, harmonics, short-circuit levels, and inaccurate energy and demand metering, 

etc. [43], as also reviewed in Chapter 1. Traditional grids may not be able to provide 

satisfactory performance, especially when the penetration of renewables is higher than 20% 

[81],[82]. It is necessary to explore new technologies in the design, control and management of 

the electric grid with high penetration of PVs.  

2.2 Overvoltage Issues with PV installations 

As a major renewable power, the total capacity of grid-connected PV power systems in 

U.S. has grown exponentially from 300 MW in 2000 to about to 8.37 GW in 2014 [83]. In 

worldwide area, Germany has the largest PV capacity of 35.5 GW and China is the second in 

the rank with approximate 17 GW PVs [84]. Traditionally, when PV terminal voltage exceeds 

a pre-specified value, overvoltage protection in PV inverter will directly shut the PV system 

down that will possibly cause frequent interruptions of PV power supply, leading to significant 

reduction of total PV energy output, loss of customer revenue, increase of power quality 

problems [85-89]So, the overvoltage problem is a major focus in the prospectus. 

Overvoltage phenomenon is first illustrated in the IEEE 34-node distribution network [90], 

as shown in Figure 2.1. Two PVs are connected to nodes 840 and 860. Overvoltage appears at 
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node 840 because of the reverse power flow on the feeder, shown in Figure 2.2. It is worth 

pointing out that in this case the PVs are installed at the nodes far away from the voltage 

transformer and regulator that may lead to the most serious voltage violations due to the largest 

voltage increase on the feeder. It is deduced that the overvoltage phenomenon can be avoided 

by properly placing the PVs and selecting the PV sizes. 

	

Figure 1 IEEE 34-node distribution network [91]. 
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Figure 2 Overvoltage issue: Voltage profile of node 840 in the IEEE 34-node distribution network. 

2.3 Undrevoltage Issues with PHEVs 

Undervoltage phenomenon may also exist in distribution systems. As shown in Figure 2.1 , 

PHEVs are connected on whole buses except 802 with power factor of 0.894 and active power 

of 26.2 kW for single-phase busses and 200 kW for three phases in the IEEE 34-node system. 

The heavy load level happens between 4 pm and 8 pm in a day, representing a scenario that 

people have returned to their homes after work and been charging their PHEVs during this time 

period. It will lead to an overload problem in the grid while there is not sufficient or no PV 

power support. In Figure 2.3, the voltage at bus 814 inclines to 0.90 p.u. accordingly, which 

has violated the 0.95 p.u. standard [92] and may result in insufficient power output of motors 

and even trig undervoltage load shedding events. 
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Figure 3 Undervoltage Issue: Voltage profile of node 814 in the IEEE 34-node distribution network.  

2.4 Load Management 

Demand-side mangament (DSM) is a set of programs that allow customers shifting their 

own eletricity demand during peak hours and reducing overall energy consumption. DSM 

could be benefitial not only to the customers who select to share actively in electricity markets, 

but would also assist utilities to reduce cost in energy procurement and postpone generation 

and tranmssion line installations to get the biggest profits. DSM usually includes energy 

efficiency and demand response (DR) such as turning on/off lighting, air conditioning, pumps, 

and other non-essential equipment in terms of the price incentives. We will also investigate the 

impact of PHEVs on demand response programs or markets by switching betweem charging 

and dischanging statuses, thereby reducing demand and cost on the grid. 

2.4.1 Plug in Hybrid Electric Vehicles (PHEVs) 

Plug-in hybrid electric vehicle (PHEVs) have great potentials in serving the electric grid as 

independent distributed energy sources. They can remain connected to grid and be ready to 
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deliver the energy stored in their batteries under the concept of vehicle to grid (V2G) [93]. The 

peak load shifting strategy using PHEVs can decrease on-peak load demand and energy 

consumption, which in turn will decrease the electricity buy cost for the consumer and vehicle 

owner [94]. PHEVs can also participate in ancillary service markets as a means of generating 

additional profits [95]. However, uncontrolled and random PHEV charging can produce 

boosted power losses, overloads and voltage fluctuations, which are all detrimental to the 

reliability and security of newly developing distribution networks [96]. Meanwhile, the 

operations of the coordinated charging is not without costs [97]. A study on the effect of 

different electricity and gas purchase prices on optimal PHEV power management support the 

effectiveness of the cost reduction [98].  

On the other hand, intelligent scheduling of PHEV charging requires advanced metering, 

information and communication, and control systems. Meanwhile, the real-time the 

characteristic parameters (i.e. driving patterns, state of charge, total capacity, etc.) of the 

aggregated PHEVs for the network management response could be also needed in DSM.  This 

is shifting the existing grid to the future electric grid network where the smart metering and 

advanced information and communication technology (ICT) [95] should be adopted. 

2.4.2 Appliances Management 

Controllable loads are the loads that can be controlled without noticeable effect on the 

customer’s life manner. Loads in this type can involve space cooling, space heating, water 

heater, and clothes dryer loads [99]. As the details about appliances’ operation are completely 

transparent to the grid, only limited information exchange is needed between the consumers 

and the suppliers. The proposed system structure in [100] enables hierarchical control, 

allowing to cope with more elaborate objectives related to energy management in the smart 
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grid, including long-term performance optimization, integration of renewable energy sources, 

stability enhancement, and energy trading. It is likely that a demand response event could 

generate a high off-peak demand due to load contributions. This proves that there is a limit on 

how much demand response can be acheived [101].  The appliances operations schedule can be 

utilized in home/building energy-management systems to help household owners or building 

managers to automatically generate optimal load operation schedules based on different cost 

and comfort settings and compare cost/benefits [102]. Global objectives like peak paving or 

forming a virtual power plant can be accomplished without affecting the comfort of people 

[103]. The the virtual power plant (VPP) concept, which consists of accumalating the 

capability of many distributed energy resources (DER) is able to obtain the highest load 

reduction over a considered control period by obtaining the optimal control strategies to be 

applied to a group of controllable customers [104]. 
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CHAPTER 3    ADAPTIVE REAL POWER CAPPING METHOD FOR 
FAIR OVERVOLTAGE REGULATION OF DISTRIBUTION 
NETWORKS WITH HIGH PENETRATION OF PV 

3.1 Overview 

The high penetration of PV systems and other DG sources has led to  great technical 

challenges and concerns over distribution network operations [105], [106]. Overvoltage is one 

of the most significant of these concerns since it is not only a power quality issue but also a 

problem that can decrease system reliability and the utilization level of PV systems. If not well 

managed, overvoltage can cause PV systems to be tripped off, affecting both power delivery 

reliability and the PV owners’ revenue [107-109].   

Various approaches have been proposed to address the voltage rise issue due to high 

penetration of PV systems. The most straightforward  approach is to upgrade the existing 

distribution network by using larger conductors and transformers [109], [110]. However, this 

is also the most expensive way. Adjusting the load tap changer (LTC) positions of distribution 

transformers to regulate voltage is another way to maintain voltage profile [111, 112]. 

However, this approach is limited by several operational and maintenance factors [113].  Also, 

this approach is not effective in handling voltage rise issues that normally occur at the far ends 

of feeders. Reactive power compensation has been the mostly used method for voltage support 

at transmission level and has also been widely used in distribution networks [110, 112]. 

Capacitor banks are often used at the distribution level for boosting voltage. To provide 

reactive power compensation to address the overvoltage issue, it may be then needed to install 

reactors, other VAR devices that can consume inductive reactive power, or require DG sources 

to provide reactive power support. None of the above approaches is economically favored by 

utilities or customers.  
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Due to large R/X ratios in distribution networks, the voltage profile is also highly affected 

by real power flow [44]. Thus, real power control is also an effective way to manage voltage 

profiles in distribution networks [45], [114]. Though the output powers of PVs are curtailed, if 

well regulated, they can still generate a certain amount of real power without causing voltage 

problems. Since the real power control approach does not require system upgrades or extra 

reactive power compensation equipment and does not increase the device ratings of PV 

systems, it is welcomed by utilities and customers [110]. It is worth noting that although the 

current IEEE 1547 standard does not allow active voltage regulation by DGs [115], including 

this in the new version of the standard has been discussed [48].  

A number of real power regulation methods have been proposed to address overvoltage 

issues due to high PV penetration. Energy storage is an effective way to accommodate 

intermittent PV sources and to help manage voltage profile [116]. However, the high cost of 

energy storage units impedes the wide use of this method. Active power droop control (voltage 

versus power) is used for voltage regulation in distribution networks (or microgrids) when the 

R/X ratios of feeders are normally high [44, 110]. Interesting studies were carried out using 

sensitivity methods to regulate voltage [117], [118].  Sensitivity methods, however, require 

full information on the entire system in order to calculate the Jacobian matrix for V-Q and V-P 

sensitivities. A Thevenin equivalent based real power control method was given in [109] for 

PV overvoltage prevention by finding dynamic Thevenin equivalent circuits from the points of 

common coupling (PCC) of PVs. However, the effectiveness of the method can be 

significantly impacted by the accuracy of equivalent circuits. 

It is also important to guarantee customer fair participation and shared responsibility. For 

example, it is desirable to give different PVs that may be owned by different owners equal 
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opportunity to generate power, and to share the responsibility when PV output powers need to 

be regulated. This unique characteristic of fairness of power management in distribution 

networks has been realized by researchers recently [110, 119, 120]. An adaptive droop-based 

active power curtailment technique was proposed in [110] to fairly reduce the PV output 

powers of 12 houses along a hypothetical 240-V/75 kVA Canadian distribution feeder. 

However, like other voltage sensitivity analysis based methods, this technique needs the global 

information to compute the voltage sensitivity matrix.  

This chapter proposes a new real power capping method to regulate voltage profiles of 

distribution networks with high penetration of PVs. By adaptively setting the power caps for 

PV inverters in real time, the proposed method can maintain the voltage profile within the 

pre-set limit while maximizing the PV generation and fairly distributing the real power 

curtailments among the PVs in the system. The method does not require global information 

and can be implemented either in a centralized supervisory control scheme or in a distributed 

way via consensus control. Various simulation studies have been carried out on a 33-bus 

distribution system and the IEEE 13-bus feeder to verify the effectiveness of the method. 

The remainder of this chapter is organized as follow: Section 3.2 presents the adaptive real 

power capping method to control the output powers of PV systems for voltage regulation. 

Section 3.3 addresses the fair sharing of power curtailment among different PV systems. 

Steady state and dynamic simulation studies and results on the two IEEE test systems are given 

in Section 3.4 to verify the proposed method in different scenarios. The conclusion is given in 

Section 3.5.  

3.2 REAL Power Capping Control 
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To guarantee power quality and operational security, the normal operating voltage of a 

grid-connected PV system falls into a narrow range that is determined by international 

standards, national codes and/or utility practice guidelines.  For example, in the U.S.A, the 

normal operating range of a PV system is typically set to be 0.95 – 1.05 p.u. [121, 122] while it 

is 0.917 -1.042 p.u in Canada [123, 124]. Under extreme conditions, the lower and upper 

bounds can be loosened to be 0.88 - 1.1 p.u. [121, 122] in the U.S.A  and 0.88 p.u. – 1.058 p.u. 

in Canada [123, 124].  When the voltage is beyond the  operating condition range, the PV 

system needs to be cut off in a very short period of time, i.e. from a few cycles to a couple of 

seconds [122]. Without loss of generality, in this work, the overvoltage thresholds of 

alarm/warning and action are set to be 1.042 p.u. and 1.058 p.u., also called 𝑉",$ and 𝑉",%, 

respectively.  

If the voltage of bus k ( 𝑣' ) with PV installed reaches 𝑉",$  at time t0, the PV 

controller/inverter at the bus will send out an alarm signal to notify all the other PVs in the 

system to start recording their power outputs and bus voltages, i.e., 𝑝) 𝑡+ , 𝑣) 𝑡+ , 𝑗 = 1,⋯ , 𝑟, 

where r is the total number of the buses with PV installed. Bus k is called the critical bus at the 

moment. If the voltage of the critical bus (i.e., bus k) continues increasing, the real power 

capping control is activated to prevent the PV terminal voltage from going over 𝑉",%. 

In reality, PV controllers/inverters perform at discrete steps, such as 0.5% p.u. of voltage 

change or a fixed time step. When the voltage at bus k reaches (𝑉",$ + 0.5%) at time t1, for 

example, the controller at bus k will broadcast another message to all the other PV controllers 

and ask them to record their corresponding new PV outputs and bus voltages, i.e., 𝑝) 𝑡$ ,

𝑣) 𝑡$ , 𝑗 = 1,⋯ , 𝑟. Based on the power and voltage records at the two different time points, a 
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real power capping control method is developed in this chapter to predict the power caps for 

the PV generator at bus k and the other PV generators. The power curtailment of a PV can be 

obtained by comparing its power cap value and the maximum power that it can generate based 

on the maximum power point tracking (MPPT) calculation. The power caps for all the PV 

buses will be adaptively updated at every step. The whole process is called the real power 

CApping Control (CAC). The details of the proposed method are given in the remainder of this 

section.  

3.2.1 Real Power Capping Control for the Critical Bus.  

 
Figure 4  PV power capping control for voltage regulation: At bus k. 

 

As shown in Figure 3.2 , point A is the condition when the voltage of bus k reaches 𝑉",$ at 

time 𝑡+. The corresponding PV injection power is 𝑝' 𝑡+ . Without loss of generality, suppose 

at time t1 the voltage of bus k (𝑣') reaches (𝑉",$ + 0.5% p.u.) while its output power is 𝑝' 𝑡$ . 

The slope of line AB can be calculated as 
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𝜌'$ =
78 9: ;78 9<
=8 9: ;=8 9<

               (3.1) 

The small change in voltage is approximated to be linear with the power variation in the 

small time span (t0 - t1).  This is a reasonable approximation that will be validated by the 

simulation results given in Section IV. Extend line AB to point C where the line crosses the 

horizontal voltage line of 𝑉",%. The corresponding power 𝑃'," 𝑡$  is the power cap of the PV at 

bus k which can be predicted based on the data available at time t0 and t1. 𝑃'," 𝑡$  is calculated 

as 

𝑃'," 𝑡$ = 	𝑝' 𝑡+ + (𝑉",% − 𝑉",$)/𝜌'$        (3.2) 

If the PV output power changes to 𝑃',D 𝑡%  at the next time point t2 due to the variation of 

solar insolation, to prevent unexpected overvoltage, the reference power of PV inverter at bus k 

can be set to 

𝑃EFG,'(𝑡%) = min	 𝑃'," 𝑡$ , 𝑃',D 𝑡%         (3.3) 

where 𝑃'," 𝑡$  is the power cap that is forecasted at time t1 and 𝑃',D 𝑡%  is the maximum 

PV output power at time t2 based on the MPPT control. Obviously, the PV system will output 

𝑃',D 𝑡%  (i.e., the power based on the MPPT) if 𝑃'," 𝑡$  is greater than 𝑃',D 𝑡% . On the other 

hand, if 𝑃'," 𝑡$ < 𝑃',D 𝑡% , the PV power will be curtailed and the power curtailment can be 

calculated as  

∆𝑃' 𝑡% = 	𝑃',D 𝑡% − 𝑃EFG,' 𝑡% = 	𝑃',D 𝑡% − 𝑃'," 𝑡$   (3.4) 

𝑃EFG,'  will be updated at each step based on the most recent data. The corresponding 

amount of power curtailment if any also changes at each step adaptively.  
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Note that in the figure, point D indicates the possible overvoltage if we do not take any 

action to constrain the PV’s output; correspondingly, ∆𝑉' 𝑡%  is the voltage difference over 

the extreme voltage 𝑉",%. 

3.2.2 Power Capping Regulation for the Other Photovoltaic Buses. 

In fact, the voltage at bus k is not only dependent on the PV output at bus k, but also on the 

outputs of all the other PVs, which need to be controlled as well for voltage regulation. The 

following is the calculation of the power caps for all the other PV buses (e.g. bus j ≠ k) in the 

network. 

 
Figure 5  PV power capping control for voltage regulation: At bus j. 

 

As shown in Figure 3.2, for bus j, point A’ corresponds to point A in Figure 3.1 when the 

voltage of bus k (the critical bus) reaches 𝑉",$ at time t0 (see Figure 3.1). Point B’ is the 

operating point of bus j at time t1. Accordingly, the slope of line A’B’ is 
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Similar to the process of the treatment of bus k, the critical voltage of bus j (𝑉′",%,)(𝑡$)) for 

power capping can be estimated as 

NO,P;78(9:)
78 9: ;NO,:

= N′O,P,M 9: ;7M 9:
7M 9: ;7M 9<

                          (3.6) 

and 

𝑉′",%,) 𝑡$ = 𝑣) 𝑡$ + NO,P;78(9:)
78 9: ;NO,:

∙ 𝑣) 𝑡$ − 𝑣) 𝑡+    (3.7) 

In terms of the slope of line A’B’ in (3.5), the power cap 𝑃)," 𝑡$  of bus j at time t1 can be 

calculated as 

𝑃)," 𝑡$ = 	𝑝) 𝑡+ + (𝑉′",%,)(𝑡$) − 𝑣)(𝑡+))/𝜌)$        (3.8) 

The reference power for the PV inverter at bus j can be set to  

𝑃EFG,)(𝑡%) = min	 𝑃)," 𝑡$ , 𝑃),D 𝑡%                (3.9) 

where 𝑃),D 𝑡% 	is the maximum power that PV j can generate based on the MPPT. The 

active power curtailed if any can be calculated as  

∆𝑃) 𝑡% = 	𝑃),D 𝑡% − 𝑃EFG,)(𝑡$)                   (3.10) 

Note that 𝑃EFG,) 𝑡$  will also be updated based on the most recent data.  

Similar to point D in Figure 3.1, point D’ in Figure 3.2 is the possible overvoltage at bus j if 

no power reduction is taken at bus j; ∆𝑉) 𝑡%  would then be the voltage difference over the 

voltage 𝑉′",%,)(𝑡$). 

3.3 Fair Sharing of Power Curtailment 

It is important for all the distributed PVs in a distribution network (or a Microgrid) to be 

treated in a fair way for equal customer participation.  It can be readily shown that if all the PVs 

in a distribution network are under the same varying solar irradiance (i.e. a uniform solar 
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irradiance in the distribution network), the proposed power capping scheme is also a fair 

sharing method of power curtailment. In other words, under uniform solar irradiances, by 

implementing the local controls given in (3.4) and (3.10), the fair power curtailments of (3.11), 

discussed below, are automatically achieved.  Therefore, in this section, the discussion on fair 

sharing of power curtailment is for the cases when the solar irradiances are diverse over the 

network. In the following, two approaches (centralized and distributed) to the fair sharing of 

PV power curtailment are discussed.  

3.3.1 Centralized Control  

Based on the power capping method, the fair reduction (∆𝑃R∗) for each PV generator can be 

calculated as 

 

∆𝑃R∗(𝑡) =
∆TM(9)U

MV:

TM,W 9U
MV:

𝑃R,D(𝑡)            (3.11) 

where ∆𝑃) is the power curtailment at bus j calculated by the power capping method (see 

(3.4) or (3.10)); 𝑃R,D (or 𝑃),D) denotes the maximum output the PV at bus i (or bus j) might 

generate according to MPPT.  

If there exists an area control center to monitor and manage all the PV voltages and power 

outputs, it is then straightforward to calculate the fair reduction ∆𝑃R∗ for each bus based on 

(3.11) at the control center. ∆𝑃R∗ will then be sent back to each PV generator to set its new 

power reference. 

3.3.2 Consensus Control 

If there is no area central controller (or there is a problem with the central controller), 

and/or if only limited communication links are available between PVs, the weighted consensus 
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control proposed in [125, 126] can be used to still achieve a fair power curtailment among the 

PVs in a distributed way.  

Consensus control (COC), an emerging field in networked control [126-129], is a 

distributed control strategy to achieve global coordination of all subsystems. The weighted 

consensus control methodology in [125, 126] is uniquely suitable for our method because 1) 

the total amount of power reduction has been attained in advance before taking the consensus 

control, and it will  remain unchanged in the process of consensus control; and 2) the adaptive 

power capping method can provide a good initial position for the consensus control, which will 

effectively shorten the number of iterations and computation time.  

The consensus control method is carried out at discrete-time steps. At control step n, the 

PV power curtailment vector is denoted by ∆𝑷Y = ∆𝑝$Y, … , ∆𝑝RY, … , ∆𝑝EY  and ∆𝑝RYE
R[$  is 

kept constant during the process, i.e. ∆𝑝RYE
R[$ = ⋯ = ∆𝑝R$E

R[$ = ∆𝑃RE
R[$ . Note that ∆𝑃R 

represents the real power curtailment of bus i, which is obtained using the power capping 

control method. Without loss of generality, the updated power reduction at n+1 step for bus i is 

 

∆𝑝RY\$ = ∆𝑝RY + 𝑢RY               (3.12) 

According to (3.12), the problem becomes how to calculate the updated value 𝑢RY. In our 

method, it is assumed that each PV generator only receives information from its neighbors. 

Two PV generators are defined as neighbors to each other when there are one or more 

communication links between them. Then 𝑢RY can be described by the link control signal	𝛿R)Y , 

i.e., 

𝑢RY = − 𝛿R)YR,) ∈` + 𝛿)RY(),R)∈`           (3.13) 



www.manaraa.com

33 
 

 
 

where G is the set of links in the system; link (i, j) denotes the information flow on the link 

is from bus i to bus j, so is link (j, i); The link control signal	𝛿R)Y , which reflects the difference 

between the power curtailments at the terminal buses of link (i, j), is defined by 	

𝛿R)Y =
∆=a

b

ca
−

∆=M
b

cM
	                          (3.14) 

where 𝛾R and 𝛾) are the weighting factors that can be determined from actual applications 

for the PVs at bus i and bus j, respectively. In this work, 𝛾R and 𝛾) are chosen as 𝑃R,D and 𝑃),D, 

i.e., the MPPT power of the PVs at buses i and j, respectively.	

The above equations (3.12)-(3.14) can be written in matrix form:	

𝜹Y = 𝑯%ψ∆𝑷Y −ψ𝑯$∆𝑷Y = 𝑯∆𝑷Y, and           (3.15)	

𝒖Y = − 𝑯% − 𝑯$
h𝑯∆𝑷Y                  (3.16)	

where 𝑯$ is a 𝑙×𝑟 matrix whose rows are elementary vectors such that if the kth link in G 

is link (i, j) then the kth row in 𝑯$  is a row vector with all zeros except for a “1” at the jth 

position. 𝑙 is the total number of communication links and 𝑟 is the total number of buses with 

PV installed. 𝑯% is also a 𝑙×𝑟 matrix whose row are elementary vectors such that if the kth link 

G is link (i, j) then the kth row in 𝑯% is the row vector of all zeros except for a “1” at the ith 

position. ψ is a 𝑟×𝑟  diagonal matrix whose ith diagonal elements is 1 𝛾R . 	ψ is an 𝑙×𝑙 

diagonal matrix whose kth diagonal elements is 1 𝛾) if the kth link in the link set G is (i, j). The 

superscript T is the symbol of matrix transpose.	

	
Figure 6. Communication network for a 4-PV system. 

1 2 3 4PV1

PV2 PV3

PV4
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For example, for a 4-PV system in Figure 3.3, if the communication link set is 𝐺 =

1,2 , 2,1 , 2,3 , 3,2 , 3,4 , (4,3)  as shown in Figure 3.3, then the 𝑯$  and 𝑯%  are 

expressed as	

𝑯$ =

0	1	0	0
1	0	0	0
0	0	1	0
0	1	0	0
0	0	0	1
0	0	1	0

, and 𝑯% =

1	0	0	0
0	1	0	0
0	1	0	0
0	0	1	0
0	0	1	0
0	0	0	1

	

 If the weighting factors 𝜸 = 12, 15, 20, 28 h, we have	

ψ=diag
1
12
,
1
15
,
1
20
,
1
28

, and	

ψ=diag
1
15
,
1
12
,
1
20
,
1
15
,
1
28
,
1
20

	

As such, the matrix H	is	

𝑯 = 𝑯%ψ −ψ𝑯$ =

1/12 −1/15 0 0
−1/12 1/15 0 0
0 1/15 −1/20 0
0 −1/15 1/20 0
0 0 1/20 −1/28
0 0 −1/20 1/28

 

Substituting 𝑯,𝑯$	and	𝑯% to (16) yields the updated values 𝑢$Y~𝑢tY, i.e.,	

𝑢$Y
𝑢%Y
𝑢uY
𝑢tY

=

−1/6 2/15 0 0
1/6 −4/15 1/10 0
0 2/15 −1/5 1/14
0 0 1/10 −1/14

∆𝑝$Y
∆𝑝%Y
∆𝑝uY
∆𝑝tY

	

where ∆𝑝$Y - ∆𝑝tY represent the power curtailments at step n.	

It has been proven in [125, 126] that the update process can converge to the consensus 

weighted power, namely	

∆=a(9)
ca

→ 𝛽		 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 (3.17)	

where 𝛽 is a constant and equals	

𝛽 = ∆Ta
U
aV:

c:\⋯\cU
                  (3.18)	
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Let 𝕀 and 0 represent two l-dimensional column vectors with all “1” elements and all “0” 

elements respectively, it can be directly verified that 𝛙𝑯$𝛙;$ = 𝑯$ , 𝑯𝛙;$𝕀 = (𝑯% −

𝑯$)𝕀 = 𝟎 and ψ;$𝕀 = 𝛾. These imply	

	

𝕀h𝒖Y = 𝕀h 𝑯% − 𝑯$
h𝑯∆𝑷Y = 𝟎         (3.19)	

The sum of the updated values always equals zero. Therefore, our method can assure the 

total amount of power reduction remains unchanged at each updated step in the consensus 

control, i.e. 

 

∆𝑃RE
R[$ = ∆𝑝R$ = ⋯ ∆𝑝RYE

R[$
E
R[$ = ∆𝑝RY\$E

R[$ … (3.20) 

3.4 Case Studies 

The advantages of the proposed power capping and consensus control method lie in 1) the 

method relies on the local voltage and power measurements and does not require global system 

information such as the whole system operating conditions, the network topology and line 

parameters that are subject to change and may be difficult to obtain. 2) By adaptively setting 

the power caps for all the PV generators, the method coordinates the actions of all the PVs at 

different buses to achieve the voltage regulation goal. 3) The fair sharing control of power 

curtailment for all the PVs in the system can be done either in a centralized way or a distributed 

way via consensus control. In order to validate the effectiveness of the power capping method 

with fair sharing control, case studies have been carried out for different scenarios on a 33-bus 

system and the IEEE 13-bus test feeder using real measured solar irradiance data and a 

practical load profile.   

3.4.1 33-Bus System  
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The proposed overvoltage control methods are first verified on a 33-bus system, shown in 

Figure 3.4 [130]. The system has a peak load of 4.2 MW real power and 3 MVar reactive 

power, as well as a total of 5.95 MW (peak) PVs (10×0.15MW PVs on buses 1-10, 

10×0.175MW PVs on buses 11-20, and 12×0.225MW PVs on buses 21-32). A transformer 

with a LTC is added to the original system. The voltage of bus 0 is regulated to be 1.04 p.u. by 

the LTC in the simulation studies. Three typical solar irradiance (SI) curves in Figure 3.5 are 

used for the 32 PVs in the simulations. The SI data were recently measured by a Davis Vantage 

Pro 2 weather station installed for an 8.3 kW hybrid Wind/PV system at Wayne State 

University, Michigan, USA The daily load profile in the system is shown in Figure 3.6, which 

reflects the load of a typical mid-size community in southern Michigan. Here, uniform solar 

irradiance in the whole system and diverse irradiances at various groups of buses are 

investigated. The simulation results are given and discussed in the following. 

 

 

Figure 7. A 33-bus test system [130]. 
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Figure 8. Three typical solar irrandiance curves. 

 
Figure 9. Daily load profile of a mid-size community in southern Michigan - served by Detroit Edison. 

3.4.1.1 Uniform	solar	irradiance		

In this case, each of the solar irradiance curves in Figure 3.5 is used for all the PVs in the 

33-bus system. The 24-hour voltage profiles of bus 32 that has the highest voltage in the 

system are shown in Figures 3.7 (a) – (c). Each figure corresponds to a typical SI curve in 

Figure 3.5. If there is no capping control (NC), overvoltage will occur at several buses 

including bus 32. As a result, the PVs at those buses will be disconnected from the system 

when their voltages go over the threshold action value, i.e., 1.058 p.u. in this work. But, when 

the proposed power capping control (CAC) is applied, all the bus voltages are regulated to stay 

below or very close to the predefined upper bound, i.e., 1.058 p.u., without triggering the 
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overvoltage protection. This implies that the CAC method is effective when all the PVs in the 

same area share the same solar irradiance. 

 
(a) Voltage profile of bus 32 under the solar irradiance of 9/8/2013 (SI1). 

 
(b) Voltage profile of bus 32 under the solar irradiance of 9/10/2013 (SI2). 

 
(c) Voltage profile of bus 32 under the solar irradiance of 9/19/2013 (SI3). 

Figure 10. Voltage profile of bus 32 under uniform solar irradiances. 
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3.4.1.2 Diverse	solar	irradiance		

This case is used to simulate the scenario that different locations in the system may have 

different solar irradiances though the area covered by a distribution network is normally not 

large. In the simulation study, the three typical SI curves in Figure 3.5 are used for three 

different groups of PVs, i.e., SI1 for the PVs at buses 1-10, SI2 for the PVs at buses 11-20 and 

SI3 for the PVs at buses 21-32.  The voltage profiles of bus 32 with no control (NC) and the 

CAC method are shown in Figure 3.8.  The voltage profile is also very good with the CAC in 

the sense that the voltage has been regulated as close to the upper bound as possible to generate 

more power from PVs without triggering the overvoltage protection. This result further 

demonstrates the effectiveness of the CAC method even when the PVs in the system 

experience diverse solar irradiances. 

 
 Figure 11. Voltage profile of bus 32 with diverse solar irradiances over the system.  

3.4.1.3 Comparative	Analysis	of	V-Q	control		

The proposed CAC method is compared with V-Q control methods under the scenario of 

diverse solar irradiances. It is assumed that the power factor of each PV generator can be 

altered in the range of ±95%. The V-Q control curve in [34] is used and shown in Figure 3.9 

(a). In this figure, only V3 and V4 (set as 1.042 and 1.058 p.u., respectively) are used for 

overvoltage control. V1 and V2 in the figure are used for undervoltage control, which are not 
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discussed here. The voltage profile of the critical bus 32 is given in Figure 3.9 (b). It can be 

clearly seen that the V-Q control results in relatively large voltage fluctuations compared with 

the CAC method. Meanwhile, the voltage curve with the V-Q control method will frequently 

go over the upper limit of 1.058 p.u., indicating that the V-Q control cannot completely avoid 

overvoltage issues since the fixed V-Q control curve cannot always closely follow the 

changing system states. 

 

(a) V-Q control curve (V3=1.042p.u., V4=1.058p.u.) [2.34]. 

 

 

(b) Voltage profile of bus 32. 

Figure 12. V-Q control with diverse solar irradiances over the system. 
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3.4.1.4 Impact	of	Network	Structure	Change	

In order to explore the impact of network structure change on the proposed method, it is 

assumed that line 24/28 in Figure 3.4 is in service in the initial phase of simulation; and then it 

is disconnected from the system at 1:00 pm and stays off for the rest of 24-hour simulation 

period. The voltage profile of the critical bus and the real power output of the PV generator on 

the bus are shown in Figure 3.10 (a) and (b). Figure 3.10 (a) shows that the overvoltage can be 

effectively regulated below the upper limit of 1.058 p.u. Therefore, the proposed CAC method 

still works even after the network structure has changed. Meanwhile, according to Figure 3.10 

(b), it is observed that the reference power (see (3)) of the PV at bus 32 changes from 0.1816 

MW to 0.1781 MW after line 24/28 is disconnected. This indicates the adaptive nature of the 

CAC method and that the value of PV power caps will be updated in the process of changing 

system structure and state. 

  
(a) Voltage profile 
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(b) PV output 

Figure 13. Voltage profile and real power output under a network stucture change. 

3.4.1.5 Consensus	Control	(COC)	

When the solar irradiance is not uniform over the entire network and if there is no central 

controller to coordinate the PVs, the consensus control can help achieve the fair sharing of 

power curtailment. In this work, fairness means that the output power of each PV is curtailed 

by the same percentage based on the MPPT power that the PV can generate, as indicated in 

(2.11), (2.17) and (2.18). In this case, it is assumed that the communication network follows 

the same topology of the feeder lines, as show in Figure 3.4.  The communication links are all 

assumed to be bidirectional. For example, the PV at bus 3 can communicate with bus 2 and bus 

4 while the PV at bus 17 can only communicate with bus 16.  The percentage power 

curtailments of all the PVs at a specific time point (1:00 pm) and the power loss profile during 

the whole simulation period are given in Figures 3.11 and 3.12, respectively. Figure 3.11 

shows that the consensus control can help realize the fair distributing of the active power 

curtailments. Furthermore, in the 24-hour simulation period, the energy loss of the COC 

method is 2.4181 MWh, which is just slightly more than the total energy loss (2.4118 MWh) of 

the CAC method.  
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As an example, the voltage curve of bus 32 under the COC method is shown in Figure 3.13. 

The figure shows that the COC can effectively regulate the bus voltage below the pre-set upper 

limit while also achieving the fair sharing of power curtailments.  

 

 
Figure 14. Percentage of power reduction. 

  
Figure 15. System active power loss. 
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.  
Figure 16. Voltage profile under the COC control. 

3.4.2 Dynamic simulations 

The effectiveness of the proposed power capping control and consensus control has been 

further verified through dynamic simulations. The simulations are carried out on the IEEE 

13-bus test feeder [131] by using Simulink/SimPowerSystems [132]. As shown in Figure 3.14, 

some modifications are made to the original standard test system by adding two 1.5 MW PV 

generation systems at buses 675 and 680, respectively. The model and control of the PVs are 

adapted from [133]. The PV is connected to a DC/DC converter with MPPT control and then a 

DC/AC inverter with dq0 based PQ control [133]. The PV generation systems are operated in a 

unity power factor control mode, which means only real power control is considered. The 

output powers of the PVs follow the references provided by the CAC and/or the COC control.  

There is a voltage regulator with LTC at bus 650 in the test system to regulate the bus 

voltage at 1.04 p.u. The LTC has 16 taps and a tap selection time of 8 s. In order to better 

observe the performance of the proposed methods, the LTC is first locked in the condition of 

no control. In other words, under this condition, the CAC or the COC method regulates the 

voltage profile by itself without the LTC. The impact of LTC will be investigated and 

discussed in the later portion of this sub-section. 
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Figure 17. IEEE 13-bus test feeder system in Matlab/Simulink [134]. 

The changes of solar irradiances at buses 675 and 680 are shown in Figure 3.15. For the solar 

irradiance at bus 680, it starts to rise from 1% at t=1s and reaches 100% (100% means 1000 

W/m2 solar irradiance in the study) at t= 21s; then it stays at 100% for 5s and then takes 20s to 

decline back to 1%; 5s later it starts rising to 100% again. By using a very high ramp rate, from 

1% to 100% in 20 s, the performance of the CAC and the COC control for voltage regulation is 

tested under a relatively extreme condition. In addition, the solar irradiance at bus 680 is 

assumed to be the same as the one at bus 675 but with a 5s delay.  

 

PV Generation 
System 2

PV Generation 
System 1

Utility Grid

 Voltage Regulator with LTC



www.manaraa.com

46 
 

 
 

 
Figure 18. Solar irradiances in the dynamic simulations. 

Since the studied system is three-phase unbalanced, the power curtailment via the CAC 

and/or the COC control is triggered whenever any of the three phases has reached the upper 

bound voltage. Consequently, the real power references are calculated according to the phase 

with the highest voltage by using (2.2) and (2.9). It is observed that the highest voltage occurs 

at phase A of bus 675. The voltage curves of V675A under the conditions of no control, the CAC, 

and the COC control are shown in Figure 3.16. It shows that without any control the voltage 

goes beyond the upper bound, which can trigger the overvoltage protection to cut the PV 

system from the distribution grid. In addition, as shown in Figure 3.16, the highest voltage is 

regulated precisely just below 1.058 p.u. by the CAC control while the voltage under the COC 

control is slightly higher than the upper bound. The phenomenon that the bus voltage is slightly 

over the upper bound voltage under the COC control is because of the real power 

re-distribution between the two PVs. The real power re-distribution is shown in Figure 3.17. 

The COC control curtails the real power of PVs at 675 and 680 by the same percentage, as 

shown in Figure 3.17, which is the middle curve between the curtailment percentage curves of 

the PVs at 675 and 680 under the CAC control. 
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In addition, the proposed algorithms are compared with the LTC regulation and the result is 

also give in Figure 3.16. As shown in the figure, because of the delay in tap selecting, the LTC 

could not regulate the voltage within the security range fast enough under the scenario with 

rapidly changing solar irradiance. Large fluctuations of solar irradiance can also cause too 

many operations of the LTC, which could shorten the life of LTC and increase the cost of 

operation and maintenance.  

  
Figure 19. Profile of V675A under three conditions: No control, CAC, COC, and LTC. 

 

 
Figure 20. Percentage of power curtailments at 675 and 680 under the two control methods:(a) CAC control and 
(b) COC control. 
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be seen that the voltage is well regulated below 1.058 p.u. by tightening the action threshold 

voltage.  

 

 
Figure 21. Variation of V675A in the COC control with a lowered action threshold voltage. 

From the dynamic simulation results, it can be seen that the CAC control is able to regulate 

the voltage under the upper bound. In addition, the results also verify that the COC control can 

help achieve the fair power curtailments even under dynamic situations.  

3.5 Conclusion 

For distribution networks with high penetration of PVs, it is important to not only regulate 

the voltages within an acceptable range, but also to fully utilize the PV generation capacity and 

to guarantee fair customer participation. An adaptive real power capping method was 

presented in this work to prevent overvoltages due to high penetration of PVs.  The method 

uses local voltage and power measurements and does not require global information of a 

distribution network to calculate the output real power references/caps in real time for all the 

PVs in the system. The procedure was given and discussed to achieve the fairness in generation 

and power curtailment by either a centralized or distributed consensus control with limited 

communication capability. Simulation studies have been carried out on a 33-bus system for 

various scenarios including uniform and diverse solar irradiance distributions over the 
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network. Compared with the V-Q control method, the simulation results showed that the 

proposed method can effectively manage the voltage profile while assuring the fair share of 

power curtailments among the PVs even under network structure changes. The effectiveness of 

the method was further verified by the dynamic simulation studies on the IEEE 13-bus test 

feeder with unbalanced phases. 
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CHAPTER 4    DEVELOPMENT OF AUTONOMOUS SCHEDULES OF 
CONTROLLABLE LOADS FOR COST REDUCTION AND PV 
ACCOMMODATION IN RESIDENTIAL DISTRIBUTION NETWOK
 

4.1 Introduction  

Load management, also called demand side management (DSM), has been considered as 

an important tool for managing future active distribution networks [135]. It is also a very 

useful measure for the economic, secure and environmentally friendly operation of bulk power 

systems [136], [137]. However, many of the load management strategies are focused on the 

interactions between and utility company and end users so that the end users can receive 

signals such as price, stability, and/or emission signals from certain central controllers to 

accomplish the load management process [103], [138]. Though significant advancements have 

been achieved in smart distribution network technologies, the appropriate platform and policy 

are not yet available for the majority of individual customers to receive those signals for a 

meaningful and guided load management [139]. Autonomous load management strategies 

with or without communicating the utility company have caught more attention recently [140], 

[141]. Actually, certain fixed time scheduling programs such as critical-peak pricing (CPP) 

and time-of-use pricing (ToUP) have been deployed for a while [140], [142]. For those 

programs, the utility company sets the prices for peak hours and off-peak hours while the end 

users choose to respond or not based on their own needs and preferences. Though those 

programs may not require the direct communication between end users and the utility company 

[140], there was a lack of certain flexibility and the characteristics of different loads were not 

considered. An advanced autonomous demand side management was proposed in [140] based 

game theory, but it requires bi-directional communications among all the users. An 
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autonomous load management scheme consisting of three layers, i.e., admission control, load 

balancing, and demand response management, was proposed in [141] for managing loads in 

smart buildings. However, the communication among local control entities is a necessary 

requirement to implement such scheme.  An interesting smart phone based application that 

delivers environmental information associated with electricity usage at specific location and 

time has been developed and can be used for environmentally informed load management 

[141, 143]. Though this method does not require the communication between end users and the 

utility company directly, each user needs to have Internet access to retrieve data from a web 

based server [143].  

The penetration level of photovoltaic (PV) generation has also been steadily growing in 

residential distribution networks around the world. Overvoltage is one of the most significant 

concerns for distribution networks with high penetration of PVs since it is not only a power 

quality issue but also a problem that can lower system reliability and the utilization level of PV 

generation [144, 145], [145]. It is desirable to utilize load management to assist the 

management of PVs. 

The goal of this work is to develop typical schedules for controllable residential loads 

without receiving command signals from utility companies. For a given type of controllable 

load, six typical load management schedules will be developed for a given location, 

corresponding to six different combinations of seasons and week dates, i.e. three seasons of 

winter, summer and shoulder for weekdays and weekends. This methodology will help 

customers reduce their cost of electricity usage while assisting the management of possible 

PVs installed in the same distribution network. 
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The remainder of the chapter is organized as follows: The discussion on the proposed 

methodology and the problem formulation is given in Section 4.2. The algorithm 

implementation and the results are given in Section 4.3. The conclusion remarks and some 

discussions for the future work are given in Section 4.4.  

4.2 Methodology and Problem Formulation 

Three types of controllable loads (intelligent appliances), i.e., electric water heaters, 

refrigerators deicing loads, and dishwashers, are considered first in the work. These 

controllable loads have different characteristics and act as good examples to start with to 

develop autonomous, daily operation schedules. The methodology discussed later on in this 

section can be readily extended to other controllable loads such as plug-in electric vehicles. For 

a given location, based on statistical analysis of the locational marginal price (LMP) 

information and solar irradiance of that location, typical schedules will be developed for each 

type of load for the three different seasons during weekdays and weekends to achieve 

maximum likelihood of cost reduction while also reserving the load management resources to 

manage potential overvoltage issues due to high penetration of PVs. In general, it is an 

optimization problem with an objective to reduce cost and to maximize the PV utilization. The 

operation requirements and characteristics of each type of load can be converted into the 

constraints for the optimization problem.  

4.2.1 Dishwasher 𝐏𝟏 

The power dissipated by a dishwasher is represented by: 

𝑃$ 𝑡R = 𝑡R𝑃~�,			1	 ≤ 𝑖 ≤ 24                              (4.1) 

where P�� is the dishwasher power, which is assumed to be a constant;  𝑡R are binary values for 

24 hours, i.e. 𝑡R = 0, 𝑜𝑟	1.  𝑡R = 0 means that the device should be turned OFF or be kept 
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staying at OFF position in that hour. 𝑡R = 1 is for turning the device ON or keeping it at ON 

position.  

𝑡R

%t

R[$

= 2 
 

(4.2) 

2𝑡%t − 𝑡$ − 𝑡%u < 2, 𝑜𝑟	 ≤ 1	

2𝑡$ − 𝑡% − 𝑡%t < 2	

2𝑡R − 𝑡R\$ − 𝑡R < 2,				2	 ≤ 𝑖 ≤ 23 

(4.3) 

𝑡R

%+

R[$�

= 0 
 

(4.4) 

Eqs. (4.2) and (4.3) are used to represent the condition that the dishwasher needs to take 

two consecutive hours to finish the cleaning work. Eq. (4.4) indicates that the cleaning work 

has to be done before 17:00 o’clock in the day.  

4.2.2 Refrigerator deicing 𝐏𝟐 

The power consumed in 24 hours by the refrigerator deicing (RD) is given by: 

 

𝑃% 𝑡R = 𝑡R𝑃E~,			1	 ≤ 𝑖 ≤ 24																																						(4.5) 

where 𝑃E~ is the refrigerator deicing demand power. The following conditions need to be met 

for the deicing power cycles in a day: 

𝑡R

%t

R[$

= 2 
 

(4.6) 

𝑡R

$%

R[$

= 1, 𝑡R

$u

R[%

= 1,⋯ , 𝑡R

%t

R[$u

= 1. 
 

             (4.7) 
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Eqs. (4.6) and (4.7) represent the condition for having two deicing procedures in 24 hours 

and only one deicing process in 12 hours.  

4.2.3 Electric water heater 𝐏𝟑 

The power dissipated by an electric water heater (EWH) is represented by: 

 

𝑃u 𝑡R = 𝑡R𝑃F��,			1	 ≤ 𝑖 ≤ 24                        (4.8) 

 

Where 𝑃F�� is the WEH power. The following conditions needed to be met for an electric 

water heater in a day: 

 

𝑡R

%t

R[$

= 4 
 

  (4.9) 

𝑡R

�

R[$

≤ 2, 𝑡R

$+

R[%

≤ 2,⋯ , 𝑡R

%t

R[$�

≤ 2. 
 

(4.10) 

𝑡R

�

R[$

≤ 1, 𝑡R

�

R[%

≤ 1,⋯ , 𝑡R

%t

R[%+

≤ 1. 
 

(4.11) 

 

Eq. (4.9) represent the condition that there have to be four hours for the electric water 

heater to ON to keep the water temperature within the appropriate range for use. Eq. (4.10) 

indicates that the EWH cannot be heated more than twice in 9 hours while Eq. (4.11) says that 

the water heater can be not be heated more than 1 time in 5 hours. 

4.2.4 Load management for assisting PV management  

The stochastic analysis of solar irradiance is utilized to find the hour of the most possible 

solar irradiance peak in a day for the three seasons (i.e. winter, summer and shoulder).  The 
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most possible solar irradiance peak hour is denoted as 𝑇TN. There can be two ways of utilizing 

this PV peak hour information. One of them is to reduce the corresponding LMP values for the 

hour interval [𝑇TN − 1, 𝑇TN + 1] to give more incentives for the customer to use electricity 

during the PV peak hour(s), as indicated in (4.12). The actual value of incentive ∆	can be set by 

the user.  

 

𝐿𝑀𝑃R =
𝐿𝑀𝑃R − ∆, 𝑖𝑓	𝑡R ∈ [𝑇TN − 1, 𝑇TN + 1]
𝐿𝑀𝑃R,									𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

  

(4.12) 

 

The other way is to reserve certain load management resources for managing possible PV 

overvoltage issues by adding the following constraints: 

𝑡R

h��;$

R[h��;u

= 0.																																			 
 

                        (4.13)  

(The above constraint means that there is no load to be turned ON three hours before the 

PV peak hour so that the loads can be possibly turned ON during PV peak hour. The constraint 

the can be applied to some controllable loads or all of them. 

The overall optimization problem can be formulated for the each season and week date 

combination as follows: 

 

																																										𝑚𝑖𝑛 𝐶 = 𝑃' 𝑡R

%t

9a[$

𝐿𝑀𝑃R

D

'[$

																								(4.14)	 

Subject	to	the	constraints	in	 

4.2 − 4.4 , 4.6 , 4.7 , 4.9 − 4.11 , or	(4.13) 
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4.3 Algorithm Implementation and Scheduling Results 

The above algorithm has been implemented using Matlab. For any location where the 

historical electricity price and solar irradiance data are available, the proposed can then be 

applied for that location. For areas covered by electricity markets, it is convenient to use LMP, 

which is archived and made available to public [146].  City of Lancing in the State of Michigan 

is chosen as the area of study. LMP data was collected from Midcontinent Independent System 

Operator (MISO) [146], and solar irradiation was taken from National Renewable Energy 

Laboratory (NREL) [147].  Statistical analysis was carried out for the LMP and solar 

irradiance data of the whole year of 2013 for the chosen location. The price distribution of each 

hour in a day was divided into six combinations according to the three seasons and two weeks’ 

date options. Seasons were grouped as follows: December, January and February for winter, 

June, July, August and September for summer and March, April, May, October, and November 

for shoulder. The averages of 24 hours prices were calculated for each season. Moreover, solar 

irradiation data was treated into the same groups but this was calculated to show the solar 

irradiation peak. The six typical schedules can then developed for each of the three 

aforementioned appliances. 

The average LMP curves over 24 hours for the three seasons are shown in Figures 4.1-4.3. 

It is clearly shown that different seasons have different sets of LMP curves. For the LMP 

curves of the winter season, it is clearly seen a bi-mode shape of curves. Moreover, two 

different curves o LMP were obtained for weekdays and weekends in all the seasons.  LMP in 

the summer season hits $50 at 2pm and 4pm in weekdays while it was under $39 at 6pm in 

weekends in 2013, as shown in Figure 4.1. 
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Figure 22. LMPs on the weekdays and weekends in the summer season. 

As shown from Figure 4.2 of the winter season, the peak load happened at 7 pm, which was 

$41 in weekends while it was at 9 pm in weekdays. 

 
Figure 23. LMPs on the weekdays and weekends in the winter season. 

In the shoulder season, the average price for weekdays reached $50 at 8pm but it was $40 

in weekends, shown in Figure 4.3. 
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Figure 24. LMPs on the weekdays and weekends in the shoulder season. 

4.3.1 Appliances Management 

The autonomous schedules for dishwashers, refrigerator defrosts and electric water heaters 

have been developed according to the method given in Section 4.2. The scheduling results are 

given in Tables 4.1 – 4.8, where the PV management is not considered yet. The users can 

reduce their costs while without sacrificing their comfort. The users of the proposed schedules 

would save more than 50% of the energy consumption for these intelligent appliances.  As the 

electric water heater works four hours a day, the optimization results for the shoulder season as 

example show that the best hours in weekdays are 12 am, 3 am, 9 am, and 7 pm while they are 

2 am, 7 am, 3 pm and 11 pm, as shown in Table 4.1. 

On weekdays in the summer season, the electricity price from the historical data was higher 

than the other seasons. The operation time selections for the EWH in weekdays are 1 am, 6 am, 

6:00 pm and 12:00 am. On the other hand, the time slots preferred are scheduled to be 2 am, 7 

am, 11 am and 12:00 am in weekends, as shown in Table 4.2. 

Table 4.1 EWH hourly action profile for shoulder season 

Time (h) Weekdays Weekends Time (h) Weekdays Weekends 

1 OFF OFF 13 OFF OFF 

2  OFF ON 14 OFF OFF 



www.manaraa.com

59 
 

 
 

3  ON OFF 15 OFF ON 

4  OFF OFF 16 OFF OFF 

5  OFF OFF 17 OFF OFF 

6 OFF OFF 18 OFF OFF 

7 OFF ON 19 ON OFF 

8 OFF OFF 20 OFF OFF 

9 ON OFF 21 OFF OFF 

10 OFF OFF 22 OFF OFF 

11 OFF OFF 23 OFF ON 

12 OFF OFF 24 ON OFF 

 
 

Table 4.2 EWH Hourly action Profile for the summer season 

Time (h) Weekdays Weekends Time (h) Weekdays Weekends 

1 ON OFF 13 OFF OFF 

2  OFF ON 14 OFF OFF 

3  OFF OFF 15 OFF OFF 

4  OFF OFF 16 OFF OFF 

5  OFF OFF 17 OFF OFF 

6 ON OFF 18 ON OFF 

7 OFF ON 19 OFF OFF 

8 OFF OFF 20 OFF OFF 

9 OFF OFF 21 OFF OFF 

10 OFF OFF 22 OFF OFF 

11 OFF ON 23 OFF ON 

12 OFF OFF 24 ON OFF 

 

On the winter weekdays, EWH worked twice in the early morning because customers 

would take showers and the water consumption was high. The price schedule was optimized to 

operate at 1 am, 6 am, 4 pm, and 12 am while the operation of the water heater on weekends 

was set to be at 2 am, 7 am, 3 pm and 11 pm, as shown in Table 4.3.  

Table 4.3 EWH Hourly action Profile for the winter season 
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Time (h) Weekdays Weekends Time (h) Weekdays Weekends 

1 ON OFF 13 OFF OFF 

2  OFF ON 14 OFF OFF 

3  OFF OFF 15 OFF ON 

4  OFF OFF 16 ON OFF 

5  OFF OFF 17 OFF OFF 

6 ON OFF 18 OFF OFF 

7 OFF ON 19 OFF OFF 

8 OFF OFF 20 OFF OFF 

9 OFF OFF 21 OFF OFF 

10 OFF OFF 22 OFF OFF 

11 OFF OFF 23 OFF ON 

12 OFF OFF 24 ON OFF 

 

The two consecutive hours of dishwasher operation were at 3 am and 4 am on weekends 

and weekdays, which were optimized to meet the goal for the shoulder season as shown in 

Table 4.4. 

The operation of dishwasher in the summer and winter seasons had the same time of duty 

for weekdays and weekends. The time of operation on weekdays was assigned to 3am, and 

4am; in contrast, 5am and 6am was the time operation on weekends for the both seasons. 

Moreover, the weekdays of the three seasons had the same schedule of operation as shown in 

Table 4.5. 

 
Table 4.4 Dishwasher Hourly action Profile for the shoulder season 

Time (h) Weekdays Weekends Time (h) Weekdays Weekends 

1 OFF OFF 13 OFF OFF 

2  OFF OFF 14 OFF OFF 

3  ON ON 15 OFF OFF 

4  ON ON 16 OFF OFF 
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5  OFF OFF 17 OFF OFF 

6 OFF OFF 18 OFF OFF 

7 OFF OFF 19 OFF OFF 

8 OFF OFF 20 OFF OFF 

9 OFF OFF 21 OFF OFF 

10 OFF OFF 22 OFF OFF 

11 OFF OFF 23 OFF OFF 

12 OFF OFF 24 OFF OFF 

 

Table 4.5 Dishwasher Hourly action Profile for the summer and winter season 

Time (h) Weekdays Weekends Time (h) Weekdays Weekends 

1 OFF OFF 13 OFF OFF 

2  OFF OFF 14 OFF OFF 

3  ON OFF 15 OFF OFF 

4  ON OFF 16 OFF OFF 

5  OFF ON 17 OFF OFF 

6 OFF ON 18 OFF OFF 

7 OFF OFF 19 OFF OFF 

8 OFF OFF 20 OFF OFF 

9 OFF OFF 21 OFF OFF 

10 OFF OFF 22 OFF OFF 

11 OFF OFF 23 OFF OFF 

12 OFF OFF 24 OFF OFF 

 

The time slots selected in which the cost was low for the refrigerator deicing to be on was 6 

am and 2 pm on the shoulder season weekends whereas it was 9 am and 7 pm on weekdays, as 

shown in Table4.6. 

                                                 Table 4.6 RD Hourly action Profile for shoulder season 

Time (h) Weekdays Weekends Time (h) Week-days Week-ends 

1 OFF OFF 13 OFF OFF 
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2  OFF OFF 14 OFF OFF 

3  ON ON 15 OFF OFF 

4  OFF OFF 16 OFF OFF 

5  OFF ON 17 OFF OFF 

6 OFF ON 18 OFF OFF 

7 OFF OFF 19 OFF OFF 

8 OFF OFF 20 OFF OFF 

9 OFF OFF 21 OFF OFF 

10 OFF OFF 22 OFF OFF 

11 OFF OFF 23 OFF ON 

12 OFF OFF 24 ON OFF 

 

 

Table 4.7 RD Hourly action Profile for summer season 

Time (h) Weekdays Weekends Time (h) Weekdays Weekends 

1 ON OFF 13 OFF OFF 

2  OFF OFF 14 OFF OFF 

3  OFF OFF 15 OFF OFF 

4  OFF OFF 16 OFF OFF 

5  OFF ON 17 OFF OFF 

6 OFF OFF 18 OFF OFF 

7 OFF OFF 19 OFF OFF 

8 OFF OFF 20 OFF OFF 

9 OFF OFF 21 OFF OFF 

10 OFF OFF 22 OFF OFF 

11 OFF OFF 23 OFF ON 

12 OFF OFF 24 ON OFF 

 

On the summer weekends, the refrigerator deicing had two intervals of operation in 24 

hours, and the time slot for its operation was 5 am and 11 pm while it operated at 1am and 12 

am on weekdays in order to decrease the bill according to the historical data of LMP, shown in 

Table 4.7. 
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In the winter season, RD was scheduled to work at 3 am and 11 pm on weekdays but it 

operated at 1 am and 12 am after midnights on weekends, shown in Table 4.8. 

Table 4.8 RD Hourly action Profile for winter season 

Time (h) Weekdays Weekends Time (h) Weekdays Weekends 

1 OFF ON 13 OFF OFF 

2  OFF OFF 14 OFF OFF 

3  ON ON 15 OFF OFF 

4  OFF OFF 16 OFF OFF 

5  OFF ON 17 OFF OFF 

6 OFF ON 18 OFF OFF 

7 OFF OFF 19 OFF OFF 

8 OFF OFF 20 OFF OFF 

9 OFF OFF 21 OFF OFF 

10 OFF OFF 22 OFF OFF 

11 OFF OFF 23 ON OFF 

12 OFF OFF 24 OFF ON 

 

4.3.2 Load management for assisting the accommodation of high penetration of PVs  

The PV historical data in Figure 4.4 shows that the three seasons have peak at the same 

hour, i.e. 1 pm. The maximum solar irradiations for the winter, shoulder, and summer seasons 

are 600 W/m2, 950 W/m2, and 1200 W/m2, respectively. The highest reverse power might 

happen in the summer season compared with the other seasons, which may fall between 12 pm 

to 2 pm, as shown in Figure 4.4. The duration of solar irradiations in the summer and the 

shoulder starts early of each day at 6 am and diminishes at 8 pm; in contrast, the period of solar 

irradiations in winter are nine hours. The three intelligent appliances would be operated in this 

period of time according to consumers’ choice and the actual installed PV capacity. But the 

probability of operation would be recommended between the three hours of peak.  



www.manaraa.com

64 
 

 
 

 
Figure 25. Solar irradiation for the three seasons. 

As the high penetration of PV would happen from 12pm to 2pm, and the consumers have a 

big value of power of PV generation, they can turn on their appliances to utilize PV’s power, 

particularly when the regular loading level is low, as shown in Figure 4.5. A new set of 

scheduling results can be obtained similarly by incorporating the PV management in either of 

the two ways discussed in Section 4.2.4.  

 

 
Figure 26.  Appliances operation at maximum PV generation. 

4.4  Conclusion  

This chapter proposed a method to develop autonomous load management schedules for 

typical intelligent appliances without communicating with the utility company. Based on the 
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statistical analysis of the electricity cost and solar irradiance information for a specific 

location, the schedules have been developed for three types of loads and for the three different 

seasons during weekdays and weekends to achieve maximum likelihood of cost reduction 

while also reserving the load management resources to manage potential overvoltage issues 

due to high penetration of PVs. The scheduling results have been given and discussed for an 

example location chosen at Michigan with the data for year of 2013. 

An interesting phenomenon that can be noted from Table 4.1 and 4.4 is that, for example, at 

3:00AM, it is one of the optimal time slots scheduled for both the EWH and dishwasher. 

Though different areas may have different electricity price profiles that can result in different 

schedules, it is still possible that certain number of controllable loads may be activated based 

on the same or similar schedules and thus generate new peaks. To solve this problem, the 

communication among users will become necessary for a better coordination. Nevertheless, 

the developed autonomous schedules in this work can act a good alternative measure to start 

with.  
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CHAPTER 5    OVERVOLTAGE RISK ANALYSIS IN DISTRIBUTION 
NETWORKS WITH HIGH PENETRATION OF PVS 

5.1 Introduction 

Overvoltage is one of the most significant concerns among these emerging challenges. If 

not well designed, overvoltage can cause PV systems to be tripped off, affecting both the 

power delivery reliability and the PV owners’ revenue. A number of interesting studies were 

carried out to discuss the voltage control capability of PVs [148], such as the power droop 

control (voltage versus power) methods [110], [44] and the sensitivity analysis methods [149], 

[150]. Meanwhile, a Thevenin equivalent-based method was presented in [151] and a 

consensus control method was proposed in [152] to manage overvoltage problems. The focus 

of all of these methods is on the real time operation after the PVs have been installed in a 

distribution network. However, when solar power has become paramount, there is a need to 

consider the overvoltage risk due to high penetration of PV from the beginning of planning 

phase. 

Optimal sizing and siting of DG sources including PV has been discussed in many papers 

to minimize DG’s investment, reduce operating costs, reduce power losses, improve voltage 

profiles, and to increase system reliability [15],[153]- [154]. For instance, a genetic algorithm 

(GA)-based approach for minimizing power losses in a network was proposed in [155]. A new 

integrated model for DG planning with multiple objectives of minimizing investment costs, 

operating costs and payment compensation for losses was proposed in [155]. In [156] power 

loss reduction  and voltage profile improvement were considered together in the optimal model 

by using Harmony Search (HS) algorithm. System reliability was taken into account in [157] 

along with the goal to minimize network losses. Unlike the deterministic methods above, this 
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work aims at the probabilistic risk analysis of various distributed PV capacities in a 

distribution network under the consideration of intermittent solar irradiance.   

From the point of planning, the performance of a distribution system depends on not only 

the electric characteristic of the distribution network, but also the stochastic characteristic of 

solar irradiance. In most cases, there is no single probability distribution that can match the 

characteristic of solar irradiance for every month in a whole year. It is necessary to find the 

probability density functions that can best describe the sunshine hours and irradiance for 

different months. Some probability density functions have been reported in literature to 

characterize solar irradiance distribution, such as normal function [158], lognormal function 

[159], gamma function[160], Weibull function [161], Exponential and Beta function [162] and 

Rayleigh function [163]. In this paper, the Kolmogorov–Smirnov test (K–S test) [164] is used 

to obtain the best distribution among a set of commonly used distributions for the solar 

irradiance data collected at a site in the USA. 

This chapter is organized as follows: An iterative method is first proposed in Section 5.2 to 

calculate the maximum PV power injection in distribution networks under certain load profile. 

The method is based on the sensitivity analysis between active power injection and voltage 

magnitude and an iterative calculation process is introduced to increase the accuracy of 

algorithm. The probability distribution of solar irradiance is discussed in Section 5.3. This 

section also explains how to calculate the different risks regarding various PV sizes. An 

illustration example is given in Section 5.4 to verify the effectiveness of the proposed model 

and method, followed by the conclusion in Section 5.5.  

5.2 Maximum PV Power Injection 

5.2.1 Sensitivity Analysis  
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In this work, the first-order sensitivity analysis method in [149] is used to quantify the 

impact of the change of active power on the variation of voltage magnitude in a distribution 

network. The sensitivity matrix, also called Jacobian Matrix, can be obtained directly from 

Newton–Raphson load flow calculation [165]. 

 

∆𝑃
∆𝑄 =

𝐽T« 𝐽TN
𝐽¬« 𝐽TN

∆𝛿
∆𝑉                              (5.1) 

 

As given in (5.1), the Jacobian Matrix is composed of four partial derivative submatrices 

reflecting the sensitivity of the active and reactive power injections versus the bus voltage 

magnitudes and angles. Only the overvoltage issue due to active power changes is discussed in 

this work. It is well known that the solar power ∆P is an important reason leading to 

overvoltage in distribution networks due to the high R/X rate of radial feeders. Therefore, it is 

reasonable to focus on active power injection capability for PVs, especially at the planning 

stage. Reactive power compensation methods for voltage support, such as capacitor placement 

and PV reactive power control capability are, therefore, not discussed here.  

By assuming ∆𝑄 = 0 in (5.1), we have 

 

0 = 𝐽¬«∆𝛿 + 𝐽TN∆𝑉                                             (5.2) 

∆𝛿 = −𝐽¬«;$𝐽TN∆𝑉                                           (5.3) 

 

Substituting (5.3) into (5.1) to replace ∆𝛿 yields 
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∆𝑃 = (𝐽TN − 𝐽T«𝐽¬«;$𝐽TN)∆𝑉                          (5.4) 

and 

∆𝑉 = (𝐽TN − 𝐽T«𝐽¬«;$𝐽TN);$∆𝑃 = 𝑆NT ∙ ∆𝑃    (5.5) 

 

where 𝑆NT is the V-P sensitivity index which is used to quantify the impact of marginal 

changes of active power on the voltage magnitude variations.  

5.2.2 Maximum Power Injection 

In order to maximize the active power injection from PVs, the following incremental 

power optimal model is used, 

𝑚𝑎𝑥 ∆𝑃R°;$
R[+ 	 																																												(5.6) 

s.t. 

𝑉±²�FE,R ≤ 𝑉R + 𝑆NT,R ∙ ∆𝑃R ≤ 𝑉³==FE,R                        (5.7) 

𝑃±²�FE,R ≤ 𝑃R\$ = 𝑃R + ∆𝑃R ≤ 𝑃³==FE,R                     (5.8) 

 

Where N is the total node number; 𝑃R and 𝑉R are the active power and voltage magnitude at 

bus i, which is obtained by solving power flow in simulation. The sensitivity index 𝑆NT,R can be 

also obtained in Newton–Raphson load flow calculation. The objective of the optimal model is 

to maximize power outputs from PVs, i.e., Eq. (5.6) while keeping the bus voltage and PV 

power output within the preset constraints, i.e., Eqs. (5.7) and (5.8). 

In the above optimal model, a linear approximation method is used to evaluate the 

sensitivity between active power and voltage magnitude. In order to increase accuracy, an 

iterative procedure is implemented to calculate the maximum active power injection. 



www.manaraa.com

70 
 

 
 

Initialize the test 
system

Run power flow

Calculate V-P Sensitivity 
based on Jacobian matrix  

Execute linear optimal 
model 

Sum(∆Pi) <ε 

Export results

Yes

No

 
Figure 27. Iterative procedure to calculate the maximum active power injection. 

In Figure 5.1, the whole system state including the V-P sensitivity index (𝑆NT) keeps 

updating in each iteration. The iterative procedure will continue until no more power injection 

can be added to the system. It means sum(∆Pi)< ε, where ε is a small number. The simulation 

results in Section 5.4 will show the proposed model and method is accurate enough to find the 

maximum active power injection. 

5.3 Probability Distribution of Solar Irradiance 
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PV placement in a distribution network is not only affected by the allowable active power 

injection of the distribution system, but also influenced by the stochastic characteristic of solar 

irradiance in the corresponding geographic area. For example, assuming that the typical solar 

irradiance in an area is 200W/m2 and the allowable power injection from PVs in a distribution 

network in that area is 500kW, a PV system with a nominal capacity of 2500kW may be 

needed because the nameplate value is normally measured under the standard solar irradiance 

of 1000W/m2. If the solar irradiance is often higher than 200W/m2, we may need to reduce the 

PV capacity to avoid frequent overvoltage issues. On the other hand, if the solar irradiance is 

often lower than 200W/m2, then a PV system with a larger nominal capacity can be installed 

without increasing the overvoltage risk.    

5.3.1 Probability Distribution of Solar Irradiance 

 
(a) May, 2010 

0 5 10 15 20 25 30

100
200
300
400
500
600
700
800
900

1000

Pittsburgh Internation, PA (9:00 am-5:00 pm in May)

So
la

r r
ad

ia
tio

n 
(W

/m
2)



www.manaraa.com

72 
 

 
 

 
(b)July, 2010 

Figure 28 Solar irradiance at Pittsburgh International Airport [29]. 

The solar irradiance data collected at Pittsburgh International Airport, in May and July 

2010, are used as two examples to investigate characteristics of solar irradiance distribution. 

Shown in Figure 4.2, the data is obtained from the National Solar Radiation Data Base 

(NSRDB) [166] with an interval of 1 hour (i.e. 24 points each day). It is noted that only the data 

from 9:00 am and 5:00 pm are plotted in this figure and used in the following statistical test 

since the other hours have either no or low solar irradiance. It can be observed that the sunshine 

hours and solar irradiance values in May and July are different. Therefore there is a need to 

find the probability density function that best describes the solar irradiance probabilistic 

characteristic in each month in one year. The Kolmogorov–Smirnov test (K–S test) is used to 

obtain the best distribution among a set of commonly used distribution functions for each 

month in the year.  

5.3.2  Kolmogorov–Smirnov test  

The Kolmogorov–Smirnov test (K–S test) is a method used to identify whether a sample 

comes from a population with a hypothesized continuous distribution. The K–S test measures 
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the distance between the empirical cumulative distribution function (ECDF) of samples and 

the cumulative distribution function of the hypothesized theoretical distribution [167]. For an 

ordered solar irradiance sample sequence x1, x2 … xn (from the smallest to the largest) 

following some distribution with a cumulative distribution function F(x), the ECDF is defined 

by [30]: 

𝐹Y 𝑥 = $
Y

𝐼(𝑥R)Y
R[$                                (5.9) 

 

𝐼 𝑥R = 1		𝑥R ≤ 𝑥	
0		𝑥R > 𝑥                                  (5.10) 

 

The K–S statistical value (𝐷Y) for a given test cumulative distribution 𝐹(𝑥) is calculated 

by [30] 

𝐷Y = 𝑠𝑢𝑝
¸

𝐹Y 𝑥 − 𝐹(𝑥) 	 																						 (5.11) 

	

A tested distribution is rejected if the test statistical value (𝐷Y) is greater than a predefined 

critical value (𝐷"E). Otherwise, if 𝐷Y is smaller than the critical value, the tested distribution is 

accepted. Here, the p-value is adopted to answer what the probability is so that the two 

cumulative frequency distributions would be as close as observed, i.e., P(Dn<Dcr). If the 

p-value is small, it is concluded that the two groups are with different distributions. The details 

of the p-value method can be found in [168]. The p-value shows how well a tested distribution 

fits the observed dataset as an entire shape. 
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For the solar data collected at Pittsburgh International Airport, a total of eight hypothetic 

probability distributions have been tested by using the K-S method, i.e., the Normal function 

[169], the Lognormal function [157], the Gamma function [158], Weibull function [159], 

Exponential function and Beta function [160], Rayleigh function [161], and Rician function. 

The test results are listed in the Table 5.1 and Table 5.2 below. 

Table 5.1 p-values in K-S test 

p-values Normal Lognormal Exponential Weibull 

Mon1 0.0001 0.0005 0.0204 0.5572 

Mon2 0.0000 0.0003 0.0001 0.0123 

Mon3 0.0003 0.0120 0.0000 0.3321 

Mon4 0.0019 0.0429 0.0001 0.4573 

Mon5 0.0117 0.0052 0.0010 0.1822 

Mon6 0.0094 0.0009 0.0000 0.1628 

Mon7 0.5997 0.0000 0.0000 0.2964 

Mon8 0.1801 0.0001 0.0000 0.0420 

Mon9 0.2087 0.0001 0.0000 0.0328 

Mon10 0.0002 0.0017 0.0006 0.1972 

Mon11 0.0004 0.0015 0.0003 0.4265 

Mon12 0.0000 0.0001 0.0026 0.1103 

 

Table 5.2 p-values in K-S test 

p-values Gamma Beta Rayleigh Rician 

Mon1 0.3226 0.4916 0.0000 0.0000 
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Mon2 0.0355 0.0043 0.0000 0.0000 

Mon3 0.3793 0.2409 0.0000 0.0000 

Mon4 0.5676 0.3118 0.0000 0.0000 

Mon5 0.0437 0.5948 0.0000 0.0000 

Mon6 0.0227 0.3898 0.0001 0.0001 

Mon7 0.0143 0.5702 0.2323 0.5140 

Mon8 0.0121 0.5036 0.0289 0.0244 

Mon9 0.0229 0.1861 0.0486 0.0668 

Mon10 0.0496 0.3280 0.0000 0.0000 

Mon11 0.4024 0.6368 0.0000 0.0000 

Mon12 0.1039 0.0797 0.0000 0.0000 
 

It can be clearly seen that the distribution of solar irradiation at Pittsburgh International 

Airport varies monthly. For example, the solar irradiance in May follows the Beta distribution 

with parameters (α=1.9965, β=2.4623), while in July a Normal probability distribution 

(µ=0.5281, σ=0.1929) is proper to describe the variation of solar irradiance. The fitting curves 

of probability distribution for May and July are shown in Figure 5.3.  
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(a) Beta Distribution in May (𝛼 = 1.9965, 𝛽 = 2.4623)                              

 

 
 (b) Normal Distribution in July, 2010 (𝜇 = 0.5281, 𝜎 = 0.1929)    

                    
Figure 29. Fitting curves of the probability distributions of the solar irradiance at Pittsburgh International Airport. 

5.3.3  Risk associated with PV size 

Taking the system that allows 500kW power injection as an example, if a total of 2500kW 

PV capacity (i.e. the nameplate capacity under the condition of 1kW/m2 solar irradiance) has 
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been installed in the system, the critical solar irradiance without trigging overvoltage would be 

0.2kW/m2. The overvoltage risk regarding the 2500kW PV capacity is, therefore, calculated as 

 

𝑃¼½¾¿(2500𝑘𝑊) = 𝑃(𝑥 > 0.2𝑘𝑊/𝑚%)                     (5.12) 

 
Figure 30 Probability of overvoltage risk. 

 

Figure 5.4 shows a graphic representation of the overvoltage risk calculation. Obviously, 

installing more PVs lowers the critical value of allowable solar radiation that leads to higher 

overvoltage risk in the system. That means system operators have high chance to meet 

overvoltage issues during the active solar hours from 9:00 am to 5:00 pm.  
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Figure 31 A 33-bus test system [32]. 

The proposed PV placement method and the corresponding overvoltage risk assessment are 

verified on a 33-bus system, shown in Figure 5.5 [168]. The system has a base load of 4.2 MW 

real power and 3 MVar reactive power. All the buses except bus 0 are potential locations to 

install PV. In order to avoid the PV capacity being only placed at the buses close to the 

substation (bus 0), the maximum power injection at each bus is limited to 500kW. The 

simulation results are given and discussed in the following of this section. 

5.4.1 PV Placement under Various Load Levels 

First, the incremental method in Figure 5.1 is used to decide the maximum safe DG 

injection power that will not lead to overvoltage problem. The load levels from 0.6 to 1.6 times 

of the base level are investigated. The corresponding maximum power injection and voltage 

magnitude at each bus are shown in Tables 5.2 and 5.3. The information is used in the next step 

of risk assessment to determine the proper PV capacity sizes.    

As shown in Tables 5.2 and 5.3, the PVs are first placed on the buses with lower V-P 

sensitivity associated with the critical buses having overvoltage problems, such as buses 32 

and 17.  When the load level increases, more active power can be injected into the system. It is 
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noted from Table III that no bus voltage is higher than the predefined 1.05 p.u. critical value, 

indicating the effectiveness and accuracy of the proposed incremental iteration method. 

5.4.2 Risk analysis for various PV sizes 

As aforementioned, the variation in solar irradiance is one of the important reasons 

resulting in overvoltage. As such, different PV sizes should have different overvoltage risks. 

Using the proposed risk assessment method, a set of overvoltage risk profiles under different 

load levels in the 33-bus system versus different PV sizes are calculated and shown in Figure 

5.6. It is noted that the maximum active power injections at different load levels are obtained 

from Table 5.2. The solar irradiance data in May, 2010 was used in the risk assessment with a 

Beta probability distribution shown in Figure 5.4.    

Table 5.3 Maximum DG injection power at various load levels 

Bus # Pmax (kW) at various load levels 

 
0.6 0.8 1 1.2 1.4 1.6 

b1 500.00 500.00 500.00 500.00 500.00 500.00 
b2 500.00 500.00 500.00 500.00 500.00 500.00 
b3 500.00 500.00 500.00 500.00 500.00 500.00 
b4 500.00 500.00 500.00 500.00 500.00 500.00 
b5 500.00 500.00 500.00 500.00 500.00 500.00 
b6 500.00 500.00 500.00 500.00 500.00 500.00 
b7 500.00 500.00 500.00 500.00 500.00 500.00 
b8 500.00 500.00 500.00 500.00 500.00 500.00 
b9 302.50 500.00 500.00 500.00 500.00 500.00 
b10 0.00 100.26 365.46 500.00 500.00 500.00 
b11 0.00 0.01 0.00 165.28 467.69 500.00 
b12 0.00 0.00 0.00 0.00 0.00 272.98 
b13 0.00 0.00 0.00 0.00 0.00 0.00 
b14 0.00 0.00 0.00 0.00 0.00 0.00 
b15 0.00 0.00 0.00 0.00 0.00 0.01 
b16 0.00 0.00 0.00 0.00 0.00 0.00 
b17 0.00 0.00 0.00 0.00 0.00 0.00 
b18 500.00 500.00 500.00 500.00 500.00 500.00 
b19 500.00 500.00 500.00 500.00 500.00 500.00 
b20 500.00 500.00 500.00 500.00 500.00 500.00 
b21 500.00 500.00 500.00 500.00 500.00 500.00 
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b22 500.00 500.00 500.00 500.00 500.00 500.00 
b23 500.00 500.00 500.00 500.00 500.00 500.00 
b24 500.00 500.00 500.00 500.00 500.00 500.00 
b25 500.00 500.00 500.00 500.00 500.00 500.00 
b26 500.00 500.00 500.00 500.00 500.00 500.00 
b27 500.00 500.00 500.00 500.00 500.00 500.00 
b28 500.00 500.00 500.00 500.00 500.00 500.00 
b29 207.88 500.00 500.00 500.00 500.00 500.00 
b30 0.01 105.21 498.67 500.00 500.00 500.00 
b31 0.00 0.01 0.00 360.70 500.00 500.00 
b32 0.00 0.01 0.03 0.09 183.33 485.09 
Tot. 10010.40 10705.51 11364.16 12026.07 12651.02 13258.09 

 

 
Figure 32 Risk analysis under different load levels. 

It is obvious that the system will face higher overvoltage risks when more PVs are 

installed. The risk curve is somewhat like the cumulative probability distribution curve versus 

PV sizes. At the same time, it is observed that there is a higher risk when the system is in a low 

load condition. This observation is in accordance with the fact that overvoltage often happens 

under low load conditions. 

Table 5.4 Bus voltage at various load levels 
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0.6 0.8 1 1.2 1.4 1.6 
b0 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 
b1 1.0039 1.0037 1.0034 1.0032 1.0030 1.0027 
b2 1.0180 1.0172 1.0162 1.0152 1.0140 1.0127 
b3 1.0259 1.0251 1.0241 1.0231 1.0218 1.0204 
b4 1.0332 1.0326 1.0317 1.0308 1.0295 1.0280 
b5 1.0451 1.0445 1.0434 1.0423 1.0405 1.0386 
b6 1.0452 1.0444 1.0429 1.0415 1.0394 1.0371 
b7 1.0482 1.0477 1.0465 1.0454 1.0438 1.0419 
b8 1.0498 1.0500 1.0493 1.0489 1.0480 1.0469 
b9 1.0486 1.0496 1.0496 1.0500 1.0499 1.0497 
b10 1.0481 1.0491 1.0492 1.0499 1.0500 1.0500 
b11 1.0473 1.0481 1.0479 1.0486 1.0492 1.0496 
b12 1.0441 1.0438 1.0425 1.0422 1.0416 1.0433 
b13 1.0429 1.0422 1.0405 1.0398 1.0388 1.0401 
b14 1.0422 1.0412 1.0393 1.0383 1.0371 1.0381 
b15 1.0414 1.0402 1.0381 1.0368 1.0354 1.0362 
b16 1.0404 1.0388 1.0363 1.0347 1.0329 1.0333 
b17 1.0400 1.0384 1.0357 1.0340 1.0321 1.0325 
b18 1.0055 1.0052 1.0049 1.0046 1.0043 1.0039 
b19 1.0172 1.0162 1.0152 1.0142 1.0132 1.0121 
b20 1.0192 1.0181 1.0170 1.0159 1.0147 1.0135 
b21 1.0210 1.0198 1.0186 1.0173 1.0160 1.0147 
b22 1.0201 1.0186 1.0169 1.0152 1.0133 1.0114 
b23 1.0218 1.0190 1.0160 1.0130 1.0099 1.0066 
b24 1.0226 1.0192 1.0156 1.0120 1.0082 1.0043 
b25 1.0467 1.0463 1.0453 1.0442 1.0425 1.0405 
b26 1.0483 1.0480 1.0472 1.0463 1.0447 1.0427 
b27 1.0498 1.0500 1.0496 1.0489 1.0472 1.0450 
b28 1.0488 1.0495 1.0495 1.0490 1.0474 1.0451 
b29 1.0476 1.0488 1.0494 1.0494 1.0481 1.0461 
b30 1.0454 1.0465 1.0487 1.0500 1.0498 1.0489 
b31 1.0449 1.0459 1.0479 1.0497 1.0500 1.0494 
b32 1.0448 1.0457 1.0476 1.0494 1.0500 1.0500 

 
5.5 Conclusion 

This chapter presents a probabilistic method to evaluate the overvoltage risk due to high 

penetration of PVs in distribution networks. Based on V-P sensitivity analysis, an iterative 

algorithm has been developed to first calculate the maximum allowable active power injection 

from PVs without causing overvoltage problems. Secondly, the Kolmogorov–Smirnov test 
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(K–S test) was used to obtain the best distribution among a set of eight commonly used 

distributions for solar irradiance in different months in a year. Finally, the overvoltage risk is 

quantified for different PV capacity sizes under a given load level.  

The effectiveness of proposed method has been verified on a 33-bus system. Simulation 

results show that the buses with lower V-P sensitivity have higher priority to install PVs. The 

allowable active injection is not only dependent on the V-P sensitivity but also affected by load 

levels. More PVs can be added into a distribution network when the system is more heavily 

loaded. For a given load level, the overvoltage risk increases when more PVs are placed in the 

system.  
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CHAPTER 6    SUMMARY AND FUTURE WORK 

6.1 Summary 

Voltage issues due to PV integration to distribution networks have to be carefully 

addressed before a high penetration of PV can be really achieved. A set of methods have been 

investigated in this work to accommodate high penetration of PV from the aspects of real time 

operation and control and combination with load management to the risk analysis and 

mitigation at the planning stage. More specifically, the following topics have been addressed:  

In Chapter 2, we presented the impacts due to high penetration of PVs and PHEVs. More 

installation of PVs can lead to overvoltage while high penetration of PHEVs can cause 

undervoltage problems. It was shown by simulation in the chapter by using IEEE34 bus 

system.  

Chapter 3 introduced a real power capping to control overvoltage over distribution 

networks with high penetration of PVs. The capping control provides control in real time over 

the inverters to keep voltage in the specified range with maximizing the PVs generation. The 

consensus control was used with capping control to make fairsharing in real power 

curtailments to show that distributed control can work as well. The advantage of this 

distributed method is to allow control of PVs without need of global information. The methods 

were verified by the simulation studies on a 33-bus system and IEEE 13 system.  

Chapter 4 developed autonomous optimized schedules for controllable loads in three 

seasons which are winter, summer, and shoulder to minimize the energy cost for consumers. 

The schedules can be modified and utilized to accommodate PVs for residential customers 

who have PVs.  
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In Chapter 5, a probabilistic method was developed to evaluate the overvoltage risk due to 

high penetration of PVs in distribution networks. Based on V-P sensitivity analysis, an 

iterative algorithm has been developed to first calculate the maximum allowable active power 

injection from PVs without causing overvoltage problems. Secondly, the Kolmogorov–

Smirnov test (K–S test) was used to obtain the best distribution among a set of eight commonly 

used distributions for solar irradiance in different months in a year. Finally, the overvoltage 

risk has been quantified for different PV capacity sizes under a given load level. 

6.2 Future Work 

The future research will still focus on 1) power source and load management to avoid 

overvoltage and undervoltage issues in distribution networks; and 2) Optimal sizing and 

placement of distributed photovoltaic sources to mitigate potential overvoltage issues due to 

high penetration of PVs.  

6.2.1 Demand Side Management  

Demand side management is another important aspect to alleviate overvoltage and 

undervoltage issues in high penetration distribution networks.  The goal is to develop typical 

schedules for controllable residential loads without receiving command signals from utility 

companies [170], [171]. Based on the statistical analysis of the electricity cost and solar 

irradiance information for a specific location, a general management schedule have been 

developed for three types of loads and for the three different seasons during weekdays and 

weekends to achieve maximum likelihood of cost reduction while also reserving the load 

management resources to manage potential overvoltage issues due to high penetration of PVs.  

In future work, the contribution plug-in hybrid electric vehicles (PHEVs) will be taken into 

account in demand side management. Meanwhile, we will propose a new optimal method in 



www.manaraa.com

85 
 

 
 

coordination with the PV source control and demand side management methods. Monte Carlo 

simulation [172], [173] will be used to verify the effectiveness of proposed coordinate control 

method in consideration of different contingencies, load levels and system configurations. 

6.2.2 PV Sizing and Placement 

Improper location and sizing of PVs could lead to many negative effects on the distribution 

systems, such as the relay system configurations, voltage profiles, and power losses [174]. The 

placement of distributed PV sources in distribution network has great impact on the system 

power losses and voltage profiles. In general, the planning objectives can include: 1) 

maximization of PV penetration; 2) coordination with relay system in order to promise system 

reliability; 2) minimization of investment and operational cost 4) reduction system loss 

reduction while improving voltage profile.  

Because the focus of this work is on voltage issues, the future research in PV sizing and 

placement will aim at minimizing the power loss while considering voltage profile. The 

following issues can be further investigated and explored  

• The impact of adding PHEVs which are important energy storages in the near future, 

along with PVs installations on system losses.	
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          Installation of photovoltaic (PV) units could lead to great challenges to the existing 

electrical systems. Issues such as voltage rise, protection coordination, islanding detection, 

harmonics, increased or changed short-circuit levels, etc., need to be carefully addressed 

before we can see a wide adoption of this environmentally friendly technology. Voltage rise or 

overvoltage issues are of particular importance to be addressed for deploying more PV systems 

to distribution networks. This research proposes a comprehensive solution to deal with the 

voltage violations in distribution networks, from controlling PV power outputs and electricity 

consumption of smart appliances in real time to optimal placement of PVs at the planning 

stage. A new real power capping method is investigated to prevent overvoltage by adaptively 

setting the power caps for PV inverters in real time. The proposed method can maintain voltage 

profiles below a pre-set upper limit while maximizing the PV generation and fairly distributing 

the real power curtailments among all the PV systems in the network. As a result, each of the 

PV systems in the network has equal opportunity to generate electricity and shares the 
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responsibility of voltage regulation. The method does not require global information and can 

be implemented either under a centralized supervisory control scheme or in a distributed way 

via consensus control. Furthermore, the research investigates autonomous operation schedules 

for three types of intelligent appliances (or residential controllable loads) without receiving 

external signals for cost saving and for assisting the management of possible photovoltaic 

generation systems installed in the same distribution network. The three types of controllable 

loads studied in the chapter are electric water heaters, refrigerators deicing loads, and 

dishwashers, respectively. Also, the study explores the method to mitigate overvoltage issues 

at the planning stage. A probabilistic method is introduced to evaluate the overvoltage risk in a 

distribution network with different PV capacity sizes under different load levels. 

Kolmogorov–Smirnov test (K–S test) is used to identify the most proper probability 

distributions for solar irradiance in different months. To increase accuracy, an iterative process 

is used to obtain the maximum allowable injection of active power from PVs. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



www.manaraa.com

109 
 

 
 

AUTOBIOGRAPHICAL STATEMENT 
 

SAEED ALYAMI 
 

Education 
2016 Doctor of Philosophy, Wayne State University, Detroit, MI, USA 
2011 Master Degree in Electrical Engineering, Wayne State University, Detroit, MI, USA 
2004 Bachelor Degree in Electrical Engineering, King Fahd University of Petroleum and 
Minerals, Dhahran, Saudi Arabia 
 
Journal 
1. S. Alyami, Y. Wang, C. Wang, J. Zhao, and B. Zhao, "Adaptive real power capping 

method for fair overvoltage regulation of distribution networks with high penetration of 
PV systems," IEEE Transactions on Smart Grid, vol. 5, pp. 2729-2738, 2014. 

	

Conference 
1.  S. Alyami, C. Wang, and C. Fu, "Development of autonomous schedules of controllable 

loads for cost reduction and PV accommodation in residential distribution networks," in 
Electrical Power and Energy Conference (EPEC), 2015 IEEE, 2015, pp. 81-86. 

2. S. Alyami, Y. Wang, C. Wang, “Overvoltage Risk Analysis in Distribution     Networks 
with High Penetration of PVs” 2016 International Conference on Probabilistic Methods 
Applied to Power Systems, (Accepted) 

 

 
 

 

 

 


	Wayne State University
	1-1-2016
	Voltage Management Of Distribution Networks With High Penetration Of Distributed Photovoltaic Generation Sources
	Saeed Alyami
	Recommended Citation


	Microsoft Word - Saeed Final dissertation R4.docx

